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degradations found in “uncoope r a t ive ” environments.

A hig h resolu t ion , self—normal izing, correlation scheme was evaluated and
found effective in handling certain types of random noise and changes in
average reflectance and contrast. However , it was sensitive to systematic
noise such as character rotation and stroke thickne ss variations.

The dec ision method used was to compute and choose the minimum Euclidean
distan ce between the normalized character array and the set of normalized
stored mask arrays. The masks were generated simp ly by reg i s t e r i n g  and
averag ing four representative examples for each symbol in each font. The normal-
iza tion was such that the mean value and standard deviation of the grey
val ues for each array was 0, and 1, re spec t ively. In add ition , the a r rays
were shifted to match centroids.

Ten fonts (five Latin and five Cyrillic) of data , totalling 17 ,611 chara cters ,
were used in the experiments. Forced decision error rates (no rejects allowed)
averaged less than O . 5 ~ with the best being 0% and the worst 1.1% .

Most /1 the € rr )r o w e re  among a small number of characters , called con f u s ion
g r ou p s .  Spec ial log ic was devised for one confusion group that was common
among Cyr ill ic fonts , and appl ied to the font with the worst error rate. The
error rate using the special log ic went from 1.1% to 0%.

In addition t o  the classific ation log ic desi gn , a scheme was eval ua ted f o r
chara cter parsing which did not require fixed pitch. Stati.~tics differ-
entiating test and non—t ext reas were devised.

The simulation inc luded experiments aimed at prnviding cost—performance trade-
off data for hardware design considerations. Ii was found that limiting the
urev scale resolut ion to 4—hits had no significant effect on performance
after normalization. f t  was also found that going from 40 to 80 micron spacing
between image so~n los generall y incr o ised the error rate by a factor of two .
The e f f e c t  wa s more pronounced on C yrii l ic fonts that have a preponderance
of  thin , but important strokes , connecting more massive , but non—discriminating
st rok&s.

Pre liminary array processor log ic w as proposed based on current LSI technology
that would implement the desi gn simulated . A breadboard using a minimum
complement of processors should now be built to demonstrate the speed and
re liab il it’ on increased amounts of data.
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EVALUATION

t h i s  document  is t h e  final technic;il report , based on a 12 month effort ,
which summar i zed  the techn ica l  efforts u n d e r t a k e n  to develop software
techni ques. Theso techni ques cover the classification and recognition of
five uncooperative fonts each of Latin and Cyrillic characters which appeared
in va r i ous  s c i e n t i f i c  and technica l journals.

Th is €~~fort was a follow on to a previous contract F30602—74—C—0309
‘ O ( R  ~I I - t  t w i r e  I)evt lopment ” , which resul ted in the evaluation of a cross
c o r r~.lat i I,n  techn ique .  The cross correlation techni que utilizing grey
scale wis hi ghly position sensi tive , but relatively insensitive to random
1 1 O 1 S t  ap p e a r i n g  in textual material.

The results of this effort provided information that validated the
usefulness of grt ; scale in the recognition of thinl y stroked Cyrillic
characters , hut dc—emp hasized the amount of data per character required
for al -curat e recognition. The special software logic that was created to
recognize the Latin and Cyril lic characters along with the confusion
characters in each group achieved an error rate of approximatel y 0.5% on
the unformatted text. However , the speed of rec ogn ition f o r  an actual sy st em
is far too slow in software. The hardware recommendations in section 6 of
t h i s  report are an initial attempt to demonstrate the advantages of utiliz—
ing microprocessor technology for character recognition and employ parallel
processing techniques to significantly reduce the per character processing
time . In a future OCR device that would take advantage of these techniques ,
decisions must he made regarding the cost effectiveness of having a small
number of errors vs the processing time trade off.

. - - . --~~~
, -~~ -

D E N N I S  R . NAWOJ
Project Engineer
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~h C F I O N  1

IN TIK ODUCTION

\~
The ;ast fifteen years have produced significant achievements in the

~~~~~ ct iptical Character Recognition (OCR). Today there exist a number of 
erci ali -available OCR systems which are capable of reading a w~de varie ty

~~‘:~~ fon ts, pr ovided that the input is composed of 4iigh qua1ity~~material
~-~~ited in a cooperative environment . In terms of human recognition , the

~- -st r i-Ct. icns imp lied by the term t
~ligh quality ’ ma terial mus t be considered

;evor-- . The machine reject rates on degraded material simply do not corre-
-::cr - d to  those of the human .

To some degree , the performance differential between man and machine is
~t tri ~ -~t-~hle to the machine ’s incomplete use of available information . ( For
~-- as-ors of economy , commercially—available OCR systems tend to use rel~ tive1y
sir~ l ist i c  recognition stra tegies involving only a few grey levels. ~n lieu

~roreasing the recognition computation and therefore the cost , the commer-
cial :-~orc ofacturers have chosen to place the burden on the user to produce
“h i g h c uality” material at the data source origin. This procedure can work
well when the OCR system is p laced in a coop erative environment where the
-- o-~r:. data are specially :remared for OCR processing . However , the scanning
:ee~ c of the Air Force o f t e n  do not lend themselves to such cooperative en-
vi~~~:’~~ ts. In some OCR app lications , absolute ly no control over the source
~- -~~-~ticn is possible , and yet the desire to reduce media inpu t costs still
--x i sts. On e ru ch  app lication is the requirement to encode the text of foreign
~~r-naio for the purpose of automatic translation and information retrieval

~n-~ onaivsic . This material is quite varied in both quality and format , so
much so that present-day commercially-available OCR systems have been judged

This  rep or t  de scribes the results obtained on a research project to
- :0_ C- it O a recogni tion techni que for typeset Latin (Engl i sh)  and Cyrill ic
(Hc: i am)  alphabetic characters which have been scanned and digitized at 

i~ -3ti velv ,high spatial resolution and high grey-level quantization by the
LIPS scanxcer~’. A normalized correlation technique was employed as the recog-
m iOlcm algorithm , at the suggestion of the Government . This technique ailows
recognition in severe noise conditions such as might occur with poor quality
:rl- ’ing .

~veral’ç~robiems inh eren t in correlation techni ques were addressed.
T h e se  problems were demonstrated during work reported in the Final Technical

ieveloped a high—r esolution laser scanner system known as the Laser
~~‘~~ge ~xooessir.i~ Scanner (LIPS). The LIPS system is capable of scanning ,
‘~i~~i~~izing, and storing on magnetic tape , source material with each resolv-
able po int ret. r se nt e~ by one of 256 grey levels , at sample spot size and
o:-icinn s from 1.25 to  40 microns.

1_ i
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~~ p c x t  ( : ‘A i — : ~’ — 7 ~ - - .- 3 . ) ~r ~- .~1ited ccr: or- o r (F~ t fTh — 7~ — i—0 dO~~). ha;ical—
lv , : , -  so lo’- i c r .  - ‘ h~ - rI le c: - r i - c u  red f ri ing tie b~~st  pcsciL 1’- r-e; i~ sri —
r i - n t~~~~ ; :or : ro- 1 :t 1r rc~~~r ~c ~ t~~- r c - t c t y :  - rn -A-i ’ so t b - i t  o r - u r iouc c o r r ej a —

ions w i t h  o :. wrong r isk would roo t Thai to lnco r re~ t c l a s s i f i c a t i o n, and by
prec la s i r v I r o g  by :. ize so ta 1 .-Ou ce the  number of did~ te classes per char—
act -r . A d - l i t  i r na l  logic was f o un d  r : e ce s s : i r -y  t ( r - e-2 o lve  cer ta in  confus ion

A -or r-~- l  i t i oro r e : h n i que was ar- :-ii --c as t ic -  charac te r  r eco gn i t io n  al g o—
iohm :o - r l ive b r t T h  -oro~ five vrillic fonts , using da ta  w it h  h igh  sjcitiai and

crev-sca lo  r c1~~t i o n .  A ~ar a  bare of characters  f r o m  the above m e n t i o n e d
for . t :  waO colTh :~~-. f r o m  seloctof Pussiar i  t e ch n i ca l  j ournals and dipitizr-d

0: ~ng t h e  ~J P f -  s c i  it  a sr - c t  s in e  of 50 r:icrons , us ing 2t- b grey levels .
These : - t r a  w a r e  -:- to h-c most r e p r e s e n t a t i v ’  g iver4 the constraints  impo sed

v t i r e m d  scannir .g and pro gr  am processing ra tes .  I n i t i a l  inves t igat ions
rev alad that the  Iota could be reduced by simple t runcat ion  to 0° grey levels

in ,- ir.flue: cc -o: or. the results. This could be done to reduce overall
st :-r -:o~- rice-Is.

A her-~ct- r isolation algorithm was also developed to segment the dig-
i t i n c i  im age s  f i r - s t  i n to  l in e s , then to words and then to individual charac-
ters. The i so l a t ed  cha ract e r s  w e r e  then i d en t i f i e d .

Sever-al examples of each class were selected to form prot o type  masks
w n i l e  t i —  r i m a i r d e r  were set as ide  to form a test  se t .  After some preproc—
e o s in g ,  des igned  to- enhanc e  the overall svstero performance , correlatict. was
:er f -orm e~~. o a ti s t i c s  on the  correlation coefficient : as a function c-f
character class and font were obta ined to measure the effectiveness of the
co r r e l a t i on  t~~ohro i ’jue . P on t -b y - f o r t  s t a ti s t i c s  were g a t h e r e d  to de t e rmine
bo th  cha r -ac tor  c l a s s — : a i r  : rchlems an d font ch a r a c t e r T h~~ics wh i c h  cause
: roh l e m o .

Over sevent- :- en th ou s ar .~ c h a r a c t er - s  were i so la ted  and c lass i f i ed  in th is
stoIc .  The overall  accorac ’j  rate was be t t e r  than q9~~5%~ The resul ts  were
about  as ex: c c t c d .  The a d d i t i o n a l  r e so lut ion  allowed a hi gh level of dis-
crinination f o r  : ar f ect ly - a l i g ne d , well formed character—mask c-airs .  Ic. o ther
w o r d s , the  ch ar a c t e r - m a s k  .:ariaroe~: was gen e ra l l y  cu i t e  small  for a test
ch a r a c t e r  aro l  the  c o rr e s -mndi ng stored mask — —severa l  t imes smaller than the
mon :oom v ar i an c e  l e tw e en  a character and most other m a s k s .

C o r r e l a t i o n  is an ar e a - s e n s it iv e  technique . Thus any degradat ion t h a t
a l t e r s  the  area cf  overlap between a character  and its correct mask wil l
: e r i cus l c  legr ade  the i r  c o r r e l a t i on . ~an d om noise does not hav~ as strong an
e f f e c t  or. : :er f or roanoe  as does a r i g i d  t r an s l a t i on  or ro ta t ion , u n t i l  tTh n o i s e
is of Soon magr.itode as to  affect the same nero en tage  of c ict o r e  e lements
(n i xe l :)  as woald the r i s r e g is tr at i o n . Thus a reg i s t ra t ion  a lgor i thm was
reo~-o~ r ed .  The scheme employed matched centroids  and then  made four small x
m d  y d i n c l ac em en t :  c o m pu t i n g  a maximum of n i n e  corre la t ions  per character-
mask cair .

In  toe  h o c l i do a n  d i s t an c e  b e t w e en  n c rn a l i z ed  char act e r  and

1—2
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A dditional recommendations for modification of the recognition scheme
were made to alleviate other problems generally associated with correlation .
In i t i a l l y  it was thought necessary to include in the variance calculation a
wei gh t ing vector which gives emphasis to those areas that are critical for
:iscrirninating between similar characters . This is especially true for cer-
tain Cyrillic characters which d i f fe r  only in a small fraction of the total
area , usually in the thin connecting strokes. Thus an alternative method was
tried which proved successful on a small sample of confusion classes. A
- :c h ern e was tried that  weighted areas of difference between masks. However ,
unwan ted differences - usually due to variation in stroke width - were often
as large , in area , as the important areas of difference.

ie-otion 2 describes the systems , procedures , and programs used in obtain-
ing :ata , masks , and processed results.

section 3 describes the algorithms and procedures in greater detail.

:;ection s details the experimental results.

ection S further discusses suggested embellishments to the basic scheme .

lection 6 describes the effort to design test hardware for the classifi-
cation logic.

fection 7 summarizes the surrent work and outlines suggested future work .

App endix A provides the software documentation .

Appendix B provides the experimental design timing estimates of a
single processor classification scheme .

Appendix C includes pages of test extracted from each of the Russian
journals used.

1— 3
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I ECT I ON 2

PROCEDURE

The systems , programs, and procedures used in the operational steps of
0 1  project are discussed in this section . The data were scanned on the LIPS
yntem . For mos t of the proj ect , the scanned data had to be copied from the

p in - t r a c k  tapes ou tpu t  by LIPS onto seven—track tapes for general use on the
HIS—OThO ~ULTICI system . Several programs were developed on the MULTICS
- ‘ster: I c r evaluating the correlation algorithms . Some of the image data pro-
cessed were taken from data scanned under contract F306O2—74—C-0309. As
- ae~ ed , mI-d itional images were scanned on LIPS.

T~ e LIPS ta p e images were th en stored as disk images by the MULTICS
cc-gram POP.

The disk f i l es  were then processed by the MULTICS program DOCR~ which
i so la ted  the individual  characters in the images. These characters were then

~is: loved in groups on a CRT screen and hardcop ies of the displays were made
so that  the charac ters could be visually identified. The character identities
were then  recorded and typed as ID files for use by a program which selects
characters for building masks and another program which merges the ID file
with a character file to form an editted file of labelled characters . Some
:bara otors , s-ocb as italics , bold face and mathematical symbols , were specif—
b a ll ;  label led  to be ignored by the recognition algori thm .

A:t~- r all of the characters of a font were identified , the program MASK
1 bhb - ~T randoml y selects patterns to be used as masks and ou tputs the file
n sro~-s an~ indices of the patterns for use by COLLECT _PATTERNS. COLLECT_
PA TTL °~ i -co p ies selected patterns from a set of files output by DOCR and
w r it e s  t h e m  i n t o  another f i le . In this case it is used to collect four

~am: les of each pattern into a file called MASK_SET. The program MASK_

~~P~-ATOP i c then used to input groups of patterns , perform whatever prep-
ra t i on -a-; to necessary , reg ister them to each other , compu te the “average”

of the : attor ns , and output the resulting patterns as masks.

The entire collection of masks is then input to TRANSFORMER . TRANSFORMER
th en :c::utec the grey-level normalized and truncated version of each mask and

- ot : it to a ~AhY_DI RECTORY , along wi th a set of pointers sufficient for
I ?bL ’-~A I~~, the central correlation and classification routine , to find each
mask when needed. TRANSFORMER is also applied to each of the pattern files
oot :-nt by DOC k-; it converts each of these patterns to grey—level normalized
ani truncated form .

Ei the r  as DOCR f i l es  or as TRANSFORMER f i l es , the pat tern  f i les are
merged with the ID files so that CORREL_MAIN may evaluate the validity of its
iec i :ioro .

° For  c l a r i t y ,  program names will be presented in upper case letters . In
A t r e n d i x  A , as is customary in MULTICS , they are in lower case letters .

2-1
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The files cf grey-level normalized , truncated , and labelled patterns ar-c
then input to CO P PEL MAI P  for  processing wi th  the several correlation-related
algor i thms , because there are several f i l es  of -mt ter rj s ~er f c , r r t , t h e  ou t p u t s
of each run of CO PR FL yA F L  are merged and later sirocessed by SUM M ARIZE w h i c h
F r in t s  out summary error and correct recognition rates. They may also be
processed by SUM MP~RIZE TRADE OFFS which p r in t s  out sets of error, reject , and
correct recognition rates for various confidence levels.

I
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SECTION 3

ALGORITHMS

3 .1. P P P V I O C I L Y  I D E N T I F I E D  PROBLEMS

In the preceding report U’ ], some problems were identified as being
~i r - s c t ly  re la ted  to the use of correlation . The algorithms which applied the
cor relation techniques first addressed these problems . The problems identi—
r i o - I  were : (1) how to deal with the fact that some characters are included
in others as F-art:, and therefore correlate well with those parts of the

- -ther characters ; ( 2 )  how to register mask and charac ter in order to obtain
-~n or tinum correlation ; and (3) how to increase the sensitivity of correla-
ti on to particular , hi gh-information parts of characters while reducing
sensitivity to others .

The “inclusion problem ” is solved by def in ing each actual pat tern
array to exist within a larger virtual pattern array . Thus , when a character
rattern is isolated from its surrounding text , a larger , virtual pa ttern is
defined as in Figure 3—1 with some fixed intensity value defined to be the
oddi t ional back ground. The size of the “virtual” pattern is chosen to be a
l i t t l e  larger than necessary to enclose the largest mask in the system .
T:Js does not have a significant effect on the total amount of computation
necessa ry  to compute the correlation . In this manner, the correlation
a l g o r i t h m  is forced to compute the variance between both the included and
non-ir . : l udod  parts of test characters and the masks. Figure 3-2 contrasts
t h e  one of the virtual array techni que to the earlier work in which inclusion
w i :  a :roblem . Size normalization would produce a similar result . However ,
rice normalization requires additional computation for both the normalization
Iro ~ - -- -s-ri-lotion rrocesses , whil e the “virtual pattern ” technique requires

rirional con: -otation .

The r :1 ~r~~~i::n :rol-lem is essentially solved by registering the cen—

~r-ci~ o (~~e:.°ers of r o s s )  of the character and each mask . Observation of a set
I - - r se lm~ i r s .  or iro ’~ 

- by correlation of 300 well-formed characters to their
o ~:s h-ms crown ‘I or t I m u m  correlation is always obtained when the

c:.- -~o - -~ -‘~r~~~ r. - is within + 1 p ixel  in either direction of the
-
~~~~~~

. e r . r - i ~~. 
—

.~~
- ~r i o . - , :.::- rr- - c1assi~~ ~t l r  are of ten  made unless the best regis-

- .: F .‘ - t .n~ :. - H - - : x i m i t i o n  to optimum reg is t ra t ion, the
~ro~~-rs c~ m i - , ‘ e c- i: ey  - e d  ma sk  were registered before the corr ela—

• - . w~ - 
“ -  

~~~~~~~~ ~l • - o ~OO c~~ racters we computed all correlations
- ~~ . r~~~~~’ri ~~ - p o  o’ ~i~ - :h-i r mcters to their own (correct) mask .

-~~:.~~~i ~ t r~~~r- ~~~~
.- : . i r ~~ . rc was re ci r i - ered to each of the poin ts

• ~~. ~~~~ h .-- i - n ~ : ~ - nss~ centroid and each of the 25—
- 

‘ ‘ ~~~~~~~~~~ was -r ~ r~~- I . In all of the cases , shi f t ing
d’ 41 r. ~~~~ .- op’im: ‘ i ion . °ften , no shifting was

- ar-a •-r - ~ . i i~ .c a shi~~t would produc e the optimum
- , . : .:- , inshiv .- cor r~ - Th-n ~n one mask is so much

-l

- -
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Isolated Pattern Virtual Pattern Array

Fi gure 3-1 The Placement of an Isolated Pattern into a Virtual Array

ci
Mask Character

Figure 3-2

1) When the correlation is performed “in-text”, inclusion results

ii) When character and mask are centered in a larger, virtual array,
the inclusion problem is resolved
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bett er than any correlation to any other mask that a decision can safely and
correctly be made without additional computation to find the optimum correla-
tion . Certain characters , however , still require precise registration .

An algorithm was designed to increase the sensitivity of correlation to
particular, high-information parts of characters . This algorithm will be
discussed more thoroughly in Section 3.8. The following relates to algorithms
used in this effort. Flow charts in Section 3.10. summarize the overall ex-
perimental recognition procedures, and the recognition logic flow.

3.2. TEXT FIND

To separate text from non-text , some statistics of various text and non-
text images were studied . The statistics studied were entropy , average
intensity and average length of black/white segments in the binary quantized
version of the image. It was observed that each of the three statistics is
reasonably consistent over any segment of either text or non-text . However ,
f or any transition between text and non-text , at least one or possibly all of
the statistics shows a significant change. The particular statistic(s) which
change depends upon the specific nature of the non-text and text. No attempt
was made to automate the process of separating text from non-text.

3.3. PARSING AND CHARACTER FIND

The automatic method for isolating characters in text involves the three
stages of line find , word find , and character find . It is assumed that cor-
rection of page skew could be performed at this point in the processing.

The character extraction is performed by the program DOCR.~ Various
display functions are optionally provided by subroutines.

Initially , a histogram of pixel intensities is made . Figure 3-3 is a
sample data chip as digitized by LIPS and Figure 3-4 is the grey—level
histogram of the chip. From this distribution, an approximate threshold
value for determining “character” vs. “background” can be selected. Figure
3-5 is composed of two distributions : the first is the background grey-
levels and the second is the character grey-levels. The image is thresholded
at the approximate point where the background distribution ends, with every
pixel less than the threshold value set to 0. This thresholding eases the
character extraction process.

A frequency count of the number of non-zero pixels in each row of the
image is obtained . Even though there are several characters which rise
above the height of the small lower case characters or drop below the line ,
this distribution is characterized by very sharp jumps that indicate the
loca tion of the main body of text lines with each line generally being
separated by at least five pixels . Figure 3-5 is a histogram of the number
of non-zero pixels in each row of the text shown in Figure 3-3 .  —

~ For clarity, program names will be presented in upper case letters. In
Appendix A , as is customary with MIILTICS, they are shown in lower case letters.
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Figure 3-3 LIPS Image

~~~~~~~~~~~

.~~~~~~~~. ~~~~~~~~~~~~~~~~~~~~ -

Figure 3-4 Grey-Level Distribution of Figure 3-3
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The p rob l em of correc t ing  page chew was or. •-r: . H. ~ .i :r e~~ - rr ;
however , i t  could be not e f f i c i e n t ly r - - - g n i r -  an I cu r - !  ‘- ‘ . -  

~~~ ‘Plc p o i n t  in
the total classification procedure . T r ; r - r r e r  - •.-w - r r . -  ‘~~‘r. w~~~ ~ e ird i-
cated by the histogram of non-zero pixels ru ’ hu- i n~’, sI -ir: y :~- f i r o n .  eor r es~
tion of skew could be obtained for an entire page - -~~ ~- P ~~r - - i c t i r - n  an d no mod i-
fications of later algorithms would have to L-’- u - rt or -seI ~o ccun~ for skew .

After separating lines of text , vertical or r-olum r , Pi’;tcgrarrr s of the
number of non-zero pixels are computed for each line . Figure ~~~~~~ presents a
histogram of the intensity values of line 2 of Figure 3_ o S The start of
a word is defined as tha t poin t in a line of text where there  are at least 12
of 15 non-zero elemen ts in tha t line ’s column histogram. Similarl~~, a word
stop is that point where at least 12 of 15 elements are zero in the line ’s
column histogram. When the word ’s boundaries are determined , the character
extraction occurs.

Th e average character , in the fon ts that this repor t has studied , is less
than 90 pixels in width. Using this information , DOCR examines the column
histogram elements of each word and loca tes a m inimum about every 90 pixels.
The distance between the start of a word and the first minimum is the width of
the first character. The distance between the first and second minimums is
the width of the second character, etc. A raw histogram is then computed over
the width of each character to determine the height of the character. Because
of character overlap , the minimum histogram element is searched for instead of
a zero histogram element .

3~~i4~ PREPROCESSI N G

After the characters are isolated a few preprocessing operations must be
performed. The purpose of the preprocessing is to prepare the character
images for the correlation programs.

Two of the preprocessing funo tions are designed to enhance the quality of
the images and thereby improve the performance of the OCR system. The func-
tions , SPOT-REMOVER and NOISE-CLIPPER , remove some “salt and pepper ” back-
ground noise from the character patterns . The removal is performed by sett ing
the p ixels to the back ground fixed value .

SPOT-REMOVER scans the character pattern to find isolated spots of small
density and removes them. It was sufficient to define “isolated” to mean that
the spot should be separated from the primary image by at least one empty row
(or column) of background . It was also sufficient to define as “small” any
sno t whose black p ixels comp rised fewer than ~~ of the black pixels of the
image .

NOISE-CLIPPER removes isolated black pixels.  For th is  purpose a point is
isolated if it has less than two neighbors in a four-connected sense. This
function serves to improve some of the imagery since it does smooth out edges.
However , it also deletes some very fine connectors in poor images and some
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f i n e , thin seri fs in a ~~~ !ontc. It may be r -’:ecc--ir’,’ to bypass this option
for cer ta in  fon t s  in r m - r t i F n  t ex t  cour-ces .

3 . 5 .  INITIAL REGIST kAT I IN

The character ’s center- of r - ;  i -  td m- r  c o r -mnr ted  ari d the i at ter - n is trans—
posed so that its center  of macs in at the e n .--r of the pattern . The center
of mass point (x, y) is -oo’-r : uted as:

) xf(x ,y) ‘) yf(x ,y)
— 

= 
x ,y - x ,y ( 1)
‘
~ f ( x , - - )  )

f ( x , -,)
x ,y x ,_ i - -

where x ,y is computed for o a h  :uir .t (x ,- ’ )  w i t h i n  ~~~~~ t i~’ht ’-nt  boundary
around the pattern and f (x ,- ,- ) is ‘crc in ’ - n c i t , ’ v-ilue -it (x ,y). IbM has
reported that normalioatior-. ~~- : i r ’  ar~ second m oment s  was more successful
for character recognition -~‘:.-- r nor-n aiization techniques (such as size
normalization ) (IB~ Res~-arcI . ~~-: cc’ ~~~~~~~~~~~ ~ur centroid normalization is a
normaliza tion by first order :- om~-rrt . The characters are all of the same font
so second order moment nornu Hi:-~~~1on in unnecessary .

3.6. GREY—LEVEL or-I~ALI:ATIr
,
~

This procedure converts th e  6-bi t , cen te red , and noise-detec ted  pat tern
to a grey—level normalized truncated and thrernh clded p a t t e r n  of n b i t s .  In
this  operation L b i t s  were used. The fo l lowing co r re l a t ion  formula was used :

c l/N ~ 
x-x r -r  2 

, ( 2 )
i , j  ° x 

—

The normalized g rey- leve l  var iable  x ~~~~
-
~~ - is f i rs t  comp uted  for each test
x

character pixel .  Th e charac teristics of the  var iable  x are t h a t  it has mean 0
and standard deviat ion 1. More important is that its range is limited .

At this point the variate x is a real variable which requires more than
6 bits for representation . Since the goal of this effort is to evaluate the
performance of the techni que for performance on a hardware OCR device , x is
scaled and trunca ted by app lying the transformation

- - 
mm (~~, 1.99) if ~

X = 2
m . 

- - 
(3)

max (x, - l.gg) i f x - ~~~~-
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where m is the desired number of bits to be mainta ined from the right of the
binary (or radix) point. Thence forward , the value x is treated as an integer.

3.7. CORRELAT ON

The correlation routines are a series of subprograms designed to de-
termine the identity of a character by comparing the character pattern array
to a set cf masks. The comparison process requires a maximum of three passes.
In the first pass the pattern is compared to all masks which meet some crite-
rion of plausibili ty. We have used relative size as the criterion . If the
pattern is of size m x n , (m rows and n columns ) , each mask which is to be
compared to the character must be of size p x q where m ’ < p < m” and n ’ ~ q~

Determination of the functions which determine the relationships between
m ’ , rn ’ , and m and n ’, n”, and n is font-dependent . If the serifs of the font
are large and no t likely to disappear because of poor ink quality or preproc-
essing, then m ’ .86m , m” = l.l4m , n ’ .86n, and n” = 1.l4n were found to be
adequate. These parameters are sufficient to account for variations in inking ,
quan tiza tion error , and minor errors by the isolation process.

If the fon t has small , thin serifs which occasionally disappear , it is
necessary to modify the defini tion of n” slightly. The following is an
examp le  of the modification which had to be used :

n ” = 1.14 x n ;
if n” < n + 10 then n” = n + 10.

An exampl e of the case in which this is necessary is shown in Figure 3-7.

After the first pass in which correlation is p~rformed against all masks
in the proper size range , a list of the most likely identities and their
correlation of the input character is obtained. The list is then sorted so
that the choice with the best correlation is first.

Depending on the system ’s confidence in the best choice as the proper
decision , the system either accepts it as the decision or goes on to the next
phase of processing .

The criterion for confidence in the decision is the ratio between the
second best and the best correlations. For some fonts it was found that a
ratio of less than 1.6 was sufficient , for others a ratio of 2.5 was re-
quired. It must be pointed out that the smaller the ratio that is used , the
greater the probability of accepting an incorrect decision .

In the second phase of processing , the character is compared to the set
of masks whose correlation (from phase 1) is less than p times the best corre-
lation obtained. This procedure shifts the mask +1 in each direction and
correlates the shifted mask to the character. For each mask the best of the
ei ght correlations thus obtained and the correlation obtained in Phase 1 is
used as the character-to-mask correlation output by this phase , A faster
version would use an approximate scheme requiring only four shifts.
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Again , at the end of Phase 2 a determinat ion is made whether  to make ~he
decision based on the best correlation or to go on to the third phase.

Before en tering Phase 3, the list of candidate choices is again shortened
in a canner similar to that used at the beginning of Phase 2.

3.8. WEIGHT ED CORRELATION

In Phase 3, a series of pairwise comparisons is made . A pairwise com-
- - -ar i son is performed for each pair of candidate choices remaining . Thus , if
the rena ning choices are c , e , and o, three pairwi se comparisons are made : c
vs. e , c vs. o, and e vs. o. Then the candidate with the most votes (a candi-
I—~te receives a vote if it wins a comparison ) is selected as the decision .
The -con~ arison technique uses a “weighted” mask which is computed as the
d ffm -r en ce of two masks and then incorporated into the correlation formula .
Fi gure 3-,3 graphically illustrates the strategy employed.

what the technique attempts to do is to build a specialized mask which
ronresent s the difference of the two masks being compared. Then , only those
character-to-mask differences which occur in the non-zero portions of the
w e ir h t e d  mask contribute to the correlation sum .

3.9. MASK GENERATION

For the previous contract , masks were generated by manually co-register-
ing and averaging together characters using the DICIFER system . The method is
:-;th tedious and prone to operational error . Most of the masks generated for

work under this con tract were genera ted by automatic registration and
iverag ing. The automatic registration was performed by matching the centroids
ot the characters to each other and then computing the average . The masks
were then subjected to the same preprocessing transformations which are
app lied to the test characters and stored in a mask directory for quick
ceference by the correlation program .

3.10. SUMMARY

The f low chart In Figure 3-9 summarizes the overall experimental
recogni t ion procedure and Figure 3-10 describes the recognition logic
f low.
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SECTION 4

EXPERIMENTAL RESULTS

Experiments were conducted to evaluate the hardware simulation algorithms
for recognition of lower case characters from 5 Latin fonts and 5 Cyrillic
fonts. Error rates generally varied from 0.0 to 1.0%. For some fonts the
experiments were simply a matter of running the programs which had already
been developed ; for others, it was an iterative process of determining
where and why errors occurred , changing the mask set to compensate, and re-
running the programs.

In this section , the recognition/error rates for each of the fonts are
presented as well as a discussion of these errors. The results of investiga-
tions into determination of text/non-text data, error vs. rejection trade-
offs, and effects of each segment of the three-pass classifier will be
presented .

4.1. TEXT VS. NON-TEXT

To separate text from non-text , some statistics of various text and
non-text images were studied . The statistics studied were entropy, average
intensity , and average length of black/white segments in the binary quantized
version of the image .

Given an M by N image f(i,j), 1 < f (i , j )  < K, the entropy E, a measure
of grey-level randomness, is defined as

K

E - - P(k) log2
P(k )

k=l

where P(k) = (No. pixels of intensity k)/MN

The average intensity f is defined as

M ,N

f f(i,j)/MN
i,j=l

~nd the average segment length s is defined as

= MN/N
S

4-1



where N is the total number of segments in the image.

A “segment” of length s is a 1 by s subimage in which either all f(i,j) > T
or all f( i ,j) < T for a given threshold intensity T.

In our experiment, M 1 , N 500, and T=f. That is, an image is simp ly a
scan line of 500 pixels. 100 consecutive scan lines were used to examine
the behavior of these statistics. Figure 4-1 shows such curves from a text
image and 4-2 shows those from a non-text .

Note that each of the three statistics behaves reasonably consistent
over any image of either text or non-text . However, siginificant changes
occur within the transition area. Whether any of these three statistics is
redundant and whether these statistics are sufficient to distinguish text
from various non-text content require further investigation .

4.2. RECOGNITION RESULTS

Table 4-1 presents the details concerning the number of characters
processed and recognized in each of the Cyrillic fonts. The percentages
presented are estimates of the error rates which should be expected from
reading the appropriate journals with the same techniques. The error rate
is computed as

33
e = e. f .

j=1 ~

where the summation is over all classes j of characters , e. is the measured
fraction of errors on class j ,  and f. is the frequency of ?~lass j expressed
as a fraction of unity and measured ?ver a large population . The simpler
form

number of errors
number of sample charac ters

might introduce bias due to sampling an atyp ical distribution of characters.
The frequencies of occurrence used in this study were obtained from a
previous study~~.

Engineering Analysis and Digital Simulation of the Optical Russian Print
Reader , Technical Documentary Report No. RADC—TDR-62—~472, Sept. 3, 1962.
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Number of Number of Error Recognition
Font Characteristics Errors Rate Rate

:1 1654 13 .75% 99.25%

2 2038 9 .47% 99.53%

4 1972 0 .00% 100.00%

6 3085 18 .58% 99.42%

8 1506 17 1.11% 98.89%

‘otal 10255 57 .57% 99.43%

Table 4-1 Error Rates On Cyrillic Data
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Table 4 -2  describes the problem pairs encountered in each of the
y r il l i c  fonts  and their relative frequency of occurrence within that font.

Tables 4-3 and 4-4 provide analogous information for the Latin fonts.

In the Cyrillic fonts, almost 85% of the errors (48/57) occurred among
the ~, “ , and F! characters. The main difference among these three characters
is the presence or absence of a cross-piece between the two strong vertical
bars . (This  is i l lustrated in more detail in Section 5.1. Another level
of classification logic to deal with this confusion group is discussed in
Section 5.2.) Noise (See Figure 4-3), and the varying width of this cross-
piece are the two main reasons for misclassification . Other errors occurred
when the stroke width of the crosspiece of “e” was thinner or thicker than
that of the mask , resul t ing in a c lassif icat ion as an ”o” or a “c” .

In the Latin fon ts , the recogni tion rate was generally hi gher than in
the Cyrillic fon ts, 99.714% vs. 99.43%. The main source of errors was
chopped serifs. The missing serifs , probably a result of overlap of characters
encountered when the characters were isolated and/or misprints , explain the
b h , h b , n -“ o, m ~~

- o, t -
~ f, 1 -* f errors . Vary ing widths of the “e”

crossp iece explain the e -÷ o and c -* e errors .

An experimen t to de termine the effect on the recogni tion system of a
change in resolution was conducted on a subset of the C6 font. A decrease
in resolution was simulated by a 50% linear decimation in each direction .
This was accomp lished by rep lacing every two p ixels with the average of
those two pixels. The 50% decimation also accomplished an overall storage
reduction of 14:1.

Ther e occurred 12 errors in the 1267 samp les yielding a recognition
rate of 99~ Q5~~ Using the full-sized patterns , the recognition rate was
99~~ i?~~~ The trade-off is a reduction in the recognition rate of .34% for a

~ :l reduction in storage requirements. Considering the amount of disk
spac e necessary for the isolated characters of font CS , 910K for approx-
imately 3100 charac ters , the 14:1 reduction seemed worthwhile indeed.
However , in a specialized hardware OCR system , all the isolated characters
of a font would not be stored at once . Rather , they would be processed and
then the storage locations released for other characters. The main hardware
b e n e f i t  would be reduction in processing time .

ERPCR VS . REJECTION TRADE-OFF

For those fonts  which had non-tr ivial  error rates (at  least 1/2 % and
at least 10 rcisclassifi ed charac ters ) , an analysis was made of the desirabil-
ity of rej~ cting characters instead of making forced decisions.  The strategy
selected to determine the confidence in a decision was to require a part icular
minimum ratio of correlation before permit t ing a decision to be made . For
example , if the correlation (actually Euclidean distance) of a character to
cnasF “c” is 10,000 while its correlation to mask “o” is 10,010, a forced
docini on would decide ‘ c ’ . However , a decision which required a second to

4-6 
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Table 14-2 Errors in Cyrill ic Data

Pont Cl C2 
- 

C4 
- 

CS C8

No.  o P 
- 

2 e —b- c 14 M—~~fl 5 B —~~b 10 14 + H

Errors 1 T —)r  5 H —~~F! 12 H —4fl~ 4 ~T —p fl

(C lass i f ied - 1 F! —9 N ‘ 1 e —
~~ o 3 F! —> H

—4 True 2 11 —4 H

Character) 5 ~ ~~~~H

1 j~ —p  ___________ ____ ___________ ____________

Total No.
of Errors 13 9 0 18 17
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- - - - - I - 
O - . o r  No. at h r-or Pecognitiorm

out - 0 0 ‘ - - t  - Crr-or-r ; i~~~~ Fit-i - --------------- ---1 -— -—-
~t21 I~ ~l 1 .05% ~~~ .

1128 3 . ie- % ~~~~~~

lu-3 1 2 . 0’~~ 33.91%

Lu l3P~ 1 .08% ‘i ’d .

L8 17142 16 .914% 39.06%

Total 73’-~ 23 .26% 99.74%
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Table 4 -4 Errors in L a t i n  Data

/1 L2 
____ 

L14 L5 LB

Frr-nru l~~~~~
-—---9i  2t — 3f 2 f— > t lc —3 e 2 b— ~~h

(C l a s s i f i e d  1 L —~~ f 2 h —~~b

—4 True 1 e —
~ o

Character) 5 n —3 o

6 m —~ o

Total No.
ir-rors 

- 

1 3 2 1 16

4-9
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Fi g-ire L-3 Examples of Noise Associatr with Extracted Characters
(Tick  marks denote starting columns of each character.)
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first ratio of 1.01 would reject the character .

Tables 4-5 and 4-6 present sample recogni t ion-e r ror - re jec t  r- i te c for
some of the  fon t s .  Figures 4—14 and 14 — 5 present t h i s  re la t ionship gra~ i- i c a l ly .

Oar both fonts , C6 and L8, the recogni tion ra te declined as a func tion
of the minimum ratio required for a decision increased. Although the err-or
rate in both instances dropped as the decision ratio increased , the overall
recopr,ition rate also decreased. This is expected , however , as the increase
in the number of re jec t s  i l lustrates.  While the decrease in recognit ion
rate as the ratio increased from a forced ( 1 .00)  decision to a 1.03 decision
Is relatively small , so is the effect  on the number of errors. A hi gher
dec ision ratio than 1.03 had a greater inf luen ce on the number of errors ,
Put the recognition rate for both fonts fell beneath 99%.

It is felt that to maintain a high recognition rate , the decision
ratio- of second-best to best correlation should be equal to or less that.
1.03 . In this situation the use of a rejec t mechanism would of fer  little
im orovement in total performance. Thus it was felt necessary to add an
additional processing pass to handle the confusion groups , such as [F! ~~~~

‘ 
,~~ J.

ANALYSIS OF 3-PHASE CLASSIFIER

The three-phase scheme studied in this project can be basically described
as:

1. preliminary classification with centroid registration

2. refined classification through character re-registration

3. additional heuristics to improve the recognition rate

~.4.l. Preliminary Classification

The correlation formula used in the first phase is

N
c (X .~-’~ = ) (x.-m.)~ (1)N .- - 1 1i l

,1• r e  X x1x2 . . .x~~
> is the grey-level normalized input _ruaracter ,

m
1
m
2. . .mN 

-, is the grey-level normalized mask of dimension N .

Let t be the time required to compute ~~~~~~ by a particular processor .
Then ob’;io~ sly the total  execution t ime to classif y the  input X in the
irut phase is

-~~~



T - i o l e  -~~
- - Lout f lU, Error Trade-Off  Anal ys is

- —---r- -------—--—- - -—— _ -- - -_ _—  —-—-___ 
_________ -

R a t i o  ot 
-

1st t o  2nd 5 . o: N- . - :  Error R e c o g n i t i o n
Corn-color ion 

—- 
3 - r 4 _ F~~~ -~~ - ’ F - a t e  Ra te

F o r c - : - d ( l . O D )  19 0 0.59 ”- 99.142%

1. 03 15 10 0 .49  99 . 16%

10 0 . 3 2  98, 79%

1.09  -
~~~ 0.19 98.42%

1.12 78 0.13 97.29%

1.11 0 131 0 95.59%

1.19 0 179 0 914.02%

92.51%
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Table 14-6 Font L8 Error Trade-Off  Ana lys i s

9-itlo of
1~-t to 2nd No. of No. of Recognition
Correlation Errors Rejects Rate

Forced (l.O0) 16 0 99.06%

1.03 16 1 99.02%

1.06 15 3 98.95%

1.09 12 7 98.91%

1.12 9 14 98.75%

1.15 7 18 98 .6 14%

1.18 4 27 98.57%

1.21 2 38 97.87%

14-13
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T
1 

= [— ~— ] t 1 
± R

1 
(2)

where [X] is the smallest integer greater than or equal to X , K is the
number of proc essors tha t can be simul taneously opera ted ,114 is the number
of masks to be correlated , and R

1 
is the time required to load the data ,

select the mask wi th m inimal correlation , transfer the information to the
second phase , etc.

In our system , the size of the input character X is used so that X is
onl y correlated to those masks wi th  comparable s ize.  The expected execution
time , E ( T 1

) , is therefore

E ( T 1
) = E I t1 ÷ R 1~ = ]~~— t 1 + E

~ E + t + E IR ~-— 1< i 1

< E 
~~~ 

~ :1 
÷ t1 + E~~~ R1 ( 1)

Sincei/
1 

depends on the inpu t charac ter size , we may ~~ite

0~

E~~
_ = P .E ~ I s H  ( 2 )
lj  1=1 1 \ 1 -

-

where L is the number of alphabe ts , P~ is the probabili ty of occurrence of

the charac ter i in the text , and S. is the subset of characters with a
1

similar size to that of character i.

Such simple prescreening greatly improves the efficienc-; of the first

phase. Our data show that S. never exceeds 1 in C8 font wit h 855

4— 1 -
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size(X)
si z e ( M )  < 1l5 <

~’. Therefore , for K l , the exp ected execu tion time wi th size

selection reduces to approximately one-third of that without (see Table ‘4-7

for details).

4.4.2. Refined Classification Through Character Re-registration

The same correlation formula (1) is used in the second phase. For r

re-registrations and K2 processors simultaneously operating, the expected

execu tion time will be

E ( T
2

) E E
: ]] t

1 
+ E~~ R2) (‘4)

< E

where ‘ 2 is the number of masks required for re-registration .

L , -

Again , E -

~ 
‘2 

= 
i=l ~~ 

E - IS~ I where P~ is the probability that

character i may occur in the second phase and S. is the set of characters

that cannot be resolved from characters in the first phase. Therefore , P .

where is the probability of character i passing to second

phase.  P~ ’depends on the recognition technique , obviously . Table 4-7 also

summarizes an estimation of P~
2 ’s C8 font by using our algorithm . Notice

because of the samp le size , P . ,  P . ,  etc. in Table 4-7 are the frequency of

occurrence of character i, expressed as a fract ion of unity, as opposed to

the probability per se.
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h 1- - ~~~- Lx o -r - :: - --i N- . of - -r -re 1~~’ ion -; and Frequency of Occurrence for
111  ic ~t

A B C D E F C F!

~ 
(Q)2 E s. ~ b~~~~(fl)~ P ! ( % ) 4 E s~ 

‘4 P~
3
(%)

4 
P~ (%)

4 
E s~ 

‘4 #Pairs 5

1 a 7. o- 17 .43 32.2-0 2. 3 4 .23  3 .23  0 .08  3.00 3
7 1.57 5.17 0 .00  0 . 0 0  — 0.00 0.00 - -

a - - .~~ 1 l ’ .~~3 ‘ - .l i  2.145 ‘4 .94 114.71 0 .36  2 .00  1
4 0 1.33 13. ’- .  62 . 5 0  0 . 39 3.13 0 .0 0 0 .00  — —
5 ‘ 2.75 5. - .45 0.18 2.00 0.00 0.00 - —
~~e 9.66 13 .1° 56 .5) 5.47 3.55 2.74 0.15 2.00 —

4 0.81 6.00 0.00 0.00 - 0.00 0.00 — —

9 ~
‘ 1.68 10.28 16.67 0 . 2 8  2 .00  0 .00  0 . 0 0  — -

10 8.88  11. 41 4 .85 8 .42  4 .94 95 .35  8 .03  3 .03  3
11 t~ 0.93 5.11 5. 6 0.05 2.00 0.00 0.00 - —

12 ~ 3 . 0 4  10 . 31 56.86 2 .0 1  5 .90  0 . 0 0  0 .00  — —
13 1 L .55  13. 42 6 3 . 5 1 2.89 7.01 2.13 0.06 5.00 10

14 3.25 3.13 9.2o 0.30 5.60 0.00 0.00 - —

15 m~ 5.07 11.95 35.00 6.314 3.82 37.89 2.40 7 . 94  3
tO 0 13. 4 7 17.62 6 . 9 2  0 . 7 2  4 .91 0 .00  0 .00  — -

17 tI 2 . 40 11. 23 3L~ .87 2 . 2 8  4 .60 87.18 1.98 2 . 9 7  3
13 “ 5.37 13.35 83.53 4.49 3.24 0.00 0.00 — —
19 T 6. -~ 1-1 . - - ° 56.25 3.7J4 2.141 3.17 0.12 2.00 1

20 2 . 5 3  e .88 0 .00  0 .00  — 0.00 0.00 — —

21 ~ 0.31 2.00 0 . 0 0  0 . 0 0  — 0.00 0.00 — —

22 “ . u 0  13. 31 0 .00  0 . 0 0  — 0 . 0 0  0 .00  — —

23 1~ 0 . 01 5 . 0 0  50 .00  0.16 2.25 0.00 0.00 — —
-
~~- 

q 1.33 1~~.32 36.00 0.49 6.89 0.00 0.00 — —

25 0 .81 2 .~~3 l o .6 7  0.14 7 . 0 0  0 . 0 0  0 .00  — —

26 0 . - I  6 . 67  0 .00  0 .00  - 0 .00  0 .00  - —

27~ -I 2 . + 5 -4 .6 ’  16 .4 7  0 .4 1  2 .80  0 . 0 0  0 .00  — —

24~~ 0.37 o.50 70.00 0.26 e .86 0 . 0 0  0 .00  — —

9. . - —. . o-3 0 . 0 0  0 .00  - 0.00 0 .00 - -

~ 1.07 11.81 “ - .ll 0 .39  3. 4 9 0 .00  0 . 0 0  — -

31 5 . 2 7  6 .0 14  0 . 0 0  0.00 — 0 . 0 0  0 .00  — —

32 ~ 1.19 17.4 1 30.95 0.96 5. 47 5.88 0.06 2 .00  1
33 1- 0 .01 11.00 0 .00  0.00 - 0.00 0.00 — —

-
‘ 1. Deleted

2. Nor m alized by tOe total percer~t J :~ ’ of -~ n~ ih let: ’ - r -: ; (9 .82%) in the
p0: ulat ion

3. Size crirner :(-- r : 0.85 ~~(charoct r s i z e ) / ( m o ; ; k  s L ’ o - )  < 1.15
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Fable 14-7 (Continued )

- ~ 1 0 6  C8 font data :;t ~ t

5. Soot-er of pairs when wei ghted correlation is involved

A: Frequency of occurrence of the character in tIre population
B: Nosrt er of masks used for correlation in Phase I
C: Estimate percentage of charactern passed to Phase II
U : [otimated frequency of occurrence of the  characters passed to Phase I I
E: Nomi-e r of masks used for correlation in Phase II
2 :  Es t ima ted  percentage of char ~~cters  passed to Phase I I I

Lo t im at-oO f requency of occurrence of the charactero passed to Phase III
H: S u r r l - e r  of masks used for  co r re l a t ion  in Phase I I I

4-19
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9~~th P~
2 and F ~I S~ 

> also depend on the criteria used to pass the

characters to th e second phase. In our study ,  a real number t12 was chosen

so tha t the mask M will be passed to the second pha se along wi th M if

c (X ,M ’ )
________ 

-C

c(X ,N )

where c ( X ,M )  is the minimum correlation between X’ s and M’s obtained in the

f i r s t  chase.  It is obvious then that as t12 in creas es, and E~~~S.I)

increase and the i r  E -~~T 2~~’ increase .

L~~~4 • 3• Addit ional  Heuris t ics  To Improve The Recognition Rate

Let t
3 be the execution time used for a particular heuristic in order

to improve the recognition rate in the third phase (or the fourth , the

fifth , e t c . ) .  By the same argument , we may write the expected execution

t ime as

E{~~~~~ = E(~~I)t3
+E (R3)

~ 3 + t
3

+ E  R
3 

( 5 )

E~~~ 3)~~ 
again , is a f unc tion of the criteria used to pass the charac ter

to the  th i rd  phase from the second phase . 

~~~~~~~

- - -
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The pairwise weighted correlation used in the third phase requires ,

for- each mask pair M , M’ :

a. N ~‘ to calculate W: =A i i

b. ( 2N - 1 )  U + (2N+l) U to calculate Eu .(x.-m .)2/NA M 1 1 1

c. ( 2 N - 1 )  + ( 2 N + l )  to calculate Eu . ( x . -m . ) 2 /N

d. 1 conparison to choose the smaller of c(X ,M ) and c (X ,M’).

Therefore , t3 
= (5N—2) 4A + (4N÷2) is required for each pair of

masks. Notice , for 3 masks input to the pairwise weighted correlation

scheme , there are 3( 3-1)/2 pairs to be compared.

When N is large ( 25 00 in our experimen ts) , the time for becomes

neglig ible and E E 
~ 1 

t~~ for Kl .

Similarly , E {T 2)~~ E/~~: 2)rt1 in the second phase and E -(T3
h~ E~~~ 3

’
~

in the third phase.

Estimated values of P~
2
, E~~ I S . I ~~ , e t c . ,  of the Cyrillic characters

of font C8 are given in Table ‘4- 7 along with ID~ given in [3]. The reliability

of these values has not been evaluated because of time limitation . From

these f igures , one may calculate the E ( 1 ’’ E ~ 2~~ 
, E in sequen tial

simulat ion as

4-21
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Two heurist ics  were used in the stud y. One is a general weighted

corre la t ion (Section 3-6) and the other is a fea ture—looking techni que

specially designed to resolve the set [r~r , t~ , n I in Cyril l ic  alphabets .

Their  t ine  complexi ty  will be analyzed in the following subsection .

4 . 4 .4 .  Time Complexity In Sequential Simulation

In order to discuss the cost-performance trade-off of a practical OCR

system , one must analyze the time required for character recognition . Such

analysis is very d i f f icu lt, if indeed possible , unless the system has been

determin ed in detail , expecially when parallel processing is involved . The

following sequential simulation analysis can only give a first order approx-

imation .

In the fir-st two phases , it requires N subtractions , N multiplications ,

N-l additions , an-d one division in order to obtain

\ (X ~~~~~~)~
= 

i=1 ~
N

Therefore ,

= ( 2N - l )  4A 
+ (0+ 1)

where p ,  and ; -  .~ are the time required to perf orm one addi tion and one

sV o lt i p l icat i on , r e rp c-ct i ve t y .

4— 22
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-
~ 33 0

E - , - ) P.E ~ ~S. I 12 .431 
1 l  

1 - i ‘

E~~~ 2 ~ = 

1:1 
P
1 E~~ I S.~ ~ = 1.97

~~ 
~ 33

= ) P. E-~ j s.I L = 0.39
i=l ~ 1)

Therefore

E~~ T1~~ 12.43 t1

E~ T2 
h 7.87 t

1 
for r 4

( 
V,~

E~~ T3 ~ 
= 0.39 t

3

If we further  assume that  1 mult ip lication consumes twice as ouch time

as 1 addit ion , then t3 3 .25  t 1 and E 13 = 1.27 t 1.

According to Tat~~e 14-8 , the recognition rate for font C8 a f ter  phase 1

is 9~~.82% , after phase 2 is 98.76%, and af ter phase 3 is 98.89%. Therefore ,

it  seems the performance of the wei ght correlation in phase 3 is not worth

th e  t ime cost for the sequential processing.

The feature -looking technique is used when the input character has

been determined as belong ing to [LI , IF , i’i ] . It requires

4- 23
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a.  ~ . 
~~ 

to Oet the ver-tically projected values in the central

car t  of t h e  input .

b .  ~ /~~ comparisons to f ind  the location of the peak if there is

any (here  we simply assume that the dimension of the input is /~‘

h y  .‘N ) .

c. 2 comparisons for decision making.

Assuming 1 comparison requires 1 add—time , we have

1 , l ,- 1
t
3 

= (-fl- s + ÷ 2) UA~~ ~~tl

Since

P + ~ ± P = 114.08%, the estiroat-- I e x e c u t io n  t ime
0 p

E CT
3
) ~~a0• 1408 t1 0.018 ~~~,

ocoording to our study, 84~- of the error is due to the indistinctness among

and P . For the CS font , this means the error rate can be reduced to

3.18%. That is , by spending 0.09% more execution t i r e  (0.318/ (12. L3 +

7 . 3 7 ) ) , one may get an 0 .9 5 %  increase in recognit ion ra te .  It is there fore

r - - : : - m c en d a b i e  for sequential  processiro ’.
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The Satin f~~ rit  ro .- : :uit s  ~,r -e :rn-olo ; ’aus t ’  Le 0-oril t ic result :. T~ e
s -cash - f a s e  resolve 1 65 o f  - 86 ‘c-- ’ -~r 1 f lr-: - ~ f e :-- - - r  o r - - .. The t h i rd
pOise offeced no i r r I - r - - - ’~’emest  ‘v - -c t O ’ -  s~-cor d ph-i-;’-

TaL l”  4—8 pro ’:IdE:-s is f ’ -’rr ot ion ~~:. - - :~~ ~ f ’ - - -c ac-I --r-c ’-nt~~’e of
chara ct e r s  tOot reached r s~-cc-nd and - :.ir :-O- rs ’-s . T i - ~ -c’- i~~- - r  ion  f or
f - -ter ---i:.ic ~ i f  a s ’-oond a s - F  tO ird  ~ha:e -~~

: - - — - f- - f in t~ f’- f1owin ~~: I f .-

r~a ti o  ~ f t h e  cc-roe t at  c -c  of a ( - :v ’~:. c f - r r - ~ - — - - - -ii r t o  ~~: ; -  l o w - - c t
- cr~ -; at ion  of a~~ tO- clcr ract - r —mas k : it: s comp - ’ - --: : r all -character—
:-c~sk O1OS. i-il the 5 d S~~~~ . :-r c  - : .  f -ov--  a ‘ i ’  1’-s -o ~~ V / j  2.5 ~~~~

t o  th e  second chase a: - or - - l o t  r . .  T~ ‘- o r - :  -- i a ’  1 -  to : a - -  - -i~’ o i r ,  co-r r i - ’j te ’I  a::
are the  co:’r ’ r t ~~c~~/ low e:  - ‘: i c r .  r - ~~~t - . 301 0e mi :~~s w ’ l c f ;  F V - i v e  a
r a t i o  of  less tf~~ . 1.0 ~a~ c’~ I ~

- ‘  o - - -- - - - - :~
-
~~ ‘ed.- r—

tic- wei gh t e d  h i t  t e r e s -OE-  m asks  t ir e  l c ’ - d .  Thi ~~~ i
-
~~ i- ” ‘ 1:’- r. c ’ 1-- :

as the - h~~r i c t e r  w r i c i .  cc:-:- - - - ‘ i :  ~~- - the lcwe a - :r , c- r ‘ - -rok C

‘- i-cr . If , a’- the eS l  c-f - r . ’,- ; ’ .ase ~: c - c r - -  l a ’ i cor- . - : y  ~r ’ - -  o r 
cal:- meets the - ‘i c crl- - - i  : , ‘- ‘ - - - a c i  r : ’ i ’ i — - - v s a l -  and tO- -

is t - - r r . i c - a t e - f .  A r c o-xa:- : le of i. ~ 1 - issiY :ti : ‘- ‘- ‘hod is i~~~c ‘- r o t —
o h o- ic - -:; the ‘‘ - °‘ 1:: corr-ec~~ly 1-at-~- l l ed  a

Table ‘— 3 c r-es-cots h- ~ r ’ - - 0 0 6 0 i 7 1 -  r. a ‘ ‘ - - - - - o  S ‘f - ,~r :-- ct c~ a’si’ :-:oi’io :-,.
U s in g oslo; c o s t - - c  of c - -i:-- r-eg is ’ : lot .  - - - - . ‘

~~- - f 1: or. a ’~-- r - r( ’-- -V ”~ jl 1ic
C O t -  of i7 .2 7 ~ wi’-h 2 : — s ’ - , Cl , - ‘2. -2  an C , ,L . c i % , -loi r-

. A f t e r  toe  o d - d i t I  : 1 01 : ixe± s :.if’-i:~~~, : - av ’~ra~~- r ae  cc:’-
7O~~4 w i t : .  th e -  2 t i o c i  J C S r / - r f CtV t O~~ Cl and CS , s i g r . i : i - : a r . t l - .’ in; r - c ’ - - - f .
Because oh - - mask w - - t 1 f t i : .  , ~ igc r - 1th:’. w e :~ c c - ’- :ur11’~ ~ev ’--lo:~- -l at  t O - -
t : . s t  f o n t :  Cl- , C4 , a rch (‘9 v - c - -  ;-rccessed , t o - :0 i c-cl c hase re os a:-; r.o~

c - t O .  c’-;- - --’- - : , of t f .  : er- tw~~~~~ : t - , ’ - , tf i c - f
chase re::-ol’.ed onl’j 2 of the 19 09 errors arc h con-c of ti- -  13 Cl --r:nr’:.

TOLI~~~ V, _ 4  r ove-a l :  :. t , on the av er ap - - , 43’~ of the - ar-c : jo-s of a I - -to

~jre passed ‘- o tO- - - sec-os-f ;0:~rse and 7”; of all the sarnr l - ; s w - - r r -  f o r - c o d  pass- -I
to  the :ha:-o . TO’; recogni’-ion c - i t ’ - - - rose s i g n i f a c - o rc’ - i -.- i c .  ‘- he Cl , 03 and
U— fonts vi ‘-0. ti- - - use of the SCCCS i ;-} ec-e. The over ,a t 1 nurrO - -e r f c: - i il ic
e r ro r s  :r~~~ :e-I f rom 280 ~c— 53 w i th  the use of the cc -cc-n - f  phase . V

~~: lo-~
- ~~‘ - -

‘- im- : e l - c is  resul t:  o b t a i n e d , t i i o can he ex~ ressed as 7 .160  (90 . . -

07.27 - ) -hecrea-c e in error:  ~or a 63g. (7. H7 t /12. ~~ t
~~
) in - -r - - - a - - -  i n  con: c a t e r

o i c e ,  t h e  c-cr -c isC icc e r ro r :  usi n~ , the weig~ ted :-rrr ’-’T/ i t  ion in of - ’ of .
ch ase  does r o t  j u s t  i f ’ ,’ F :- - In cr e a se  ~~ t computer
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1- - ° — 9  r ’1eco~’n i t io n  Re :: i lt s  for each Star”; of Classif ication

E r - t o r t ;  A f t e r  Errors A f t e r  Errors A f t e r
R- c p i - : t r - - i t  ion , S h i f t i n g ,  Mask W-1r ’ht I ra’,

k- ;cc:~~n i t i : o r  f- :ato - k- cognition Rate Reco~ nirie ri R a t e

los’- 
_ _ _ _ _ _  _ _ _  

% 
_ _ _ _  _ _ _ _ _ _ _

Cl 165~-i 122 ‘ 32.f2~ 13 99.25% 13 lo.25%
02 2038 15 39.26% 9 99.53%

-, 1972 3 99.85% 0 100 %
04- 390.5 62 37 . 99% 18 99. 39%
CS 1506 78 Yo .825 19 -98.76% 17 98.89%

i iJc
o-c0030ai 10255 290 97.27% 59 99. 4 3% 

_ _ _ _ _  ___________

51 15-32 ° 99.-~4% 1 9 9 . 9 5% 1 2° . 9 5%
1128 7 92.38% 3 99.814% 3 9 3 . 8 4 %
1 9 l  S 99.a6% 2 99.91% 2 ~9.9l%
1294 12 99.14% 1 99.92% 1 99.92%

L8 17142 52 97 .01% 16 9 9 .0 6 %  16 9 9 . 0 6 %

- ‘- cr - a l 7303 88 98.80% 23 99.74% 23 99.74%
-va r -a l l  

—__________ ________ ______ ____________

T ot a l  17611 343 97.91% 82 99.53 
_ _ _ _ _  ___________

lnf-orna~ ion unavailable at :-000essiflg time
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h ECT IC -N 5

IMPROVEMENTS -ro THE RECOGNITION SCHEME

Fi gure 5-1 illustr-- tes a problem that occurred in the character isola-
tI on section of the OCR system . To allow for the possibility of overlap ~f
neighboring characters , the extraction program DOCR searches every 90
elements for the minimum number of non-zero pixels in the line of’ text
vertical histogram . The “t” and “h” in line 2 of Figure 5—! overlap while
t he re  is a zero p ixel count after tf~ - “ “  Since the combined width of the
‘0’ and “ F ”  characters is less t han r-he maximum allowed width , these two

were  isolated as one cha r- ac t o r , “ o h ’ .

Another  isolation r o L l er s  is i l lus t ra ted in Figure 5—2. This takes
c lace  when the  non-zero p ixel coun t minim um occurs before the end of the
char-actor encountered. This can be a result of a character width greater
t h a n 90 pixels; for example , some Cyril l ic  capi tals , or when there occurs a
;rir :ting flaw and there exists a break in the character itself.

:One possible solution to these isolation difficulties ic to have tO-s
extraction and classificaticn subsystems interact with one another . When
the classif ier  reje cts a charac ter or conse cutive charac ters, these charac-
ters should be subjecte~ to another level of extraction . The wi-i tO of the
“character” af ter the first isolation would reveal th e existence of two or
nor-s overlapping characters. These overlapping characters can be ic ’olat~- -f
by searching for a minimum within the extracted “character ” . This would ,
however , require storage of the raw scanned data for all characters Oct
corr V ;~l e t e%y  processed , or the ability to rescan from the or-inted r - a y e .

Wh en  succ’:ssive ch a ra ct - ’: s are re jec ted , th i s  could also be an
t ics  of “ove r - i so la t ed”  char - : ’-ers . The con: ;ecut ive re~ ects could t o
-- o nc a t e n a t e d  t oCe oh e r  to f~ : ; -  a :c-w “charac t V x - ” and be submi t ted  for  re -
classification .

As sated in Cccli-: - :. -‘ - , a lm o s t  85 %- ( 4 3 / 1 ’) )  of the errors in of --
l or it l i c  fon ts  occcr ’r eh - c” o;;, - - - i’ , , on-4. TI charac te rs . The follow ir :g
h i ; : c0 - s i o r l  will ro’:i ,V is; :,c :cc in t o  the cause of classificaticn err-or - ;- and
an a l t e r n a t ive  notc h o~ c1-a~ :fii;a tion for 0 ;se three characters.

Fi3ur es 5—3 t i r o u g : .  5 — C  - c - c-c-mt these Oi i rcc masks for O F e  C2 f o n t .
For illustrative :ui-c-ocas , oF ~ intensity values  for each -ic - ca l h ave been
-t :aanttz’--h irto two 1ev-s I - , : ‘ ,‘nbclized ~ -; a F-I a n-  or ? 3 1 , Figure 5—0 is a
oar-cc-to “ “ f rom fo ; r- 22 also - V u- -I ro t i z e d  ir ;t c -  ow - - levels , hut V ,~r n f c ’V 1 i_  I f-v
-a clan k a:- “c-c ” . I ~oure 5- ’? sO c- -s ‘lois sample ov~-rloye-l  wit . h t i - ’  TI cc - -as k .

- 5—S shows th e  o l i f f  r e - n — - i - - ;tc - - ” -, - n the - a s k  a; -I t he  char  ~iote- r (q c — o ;—
ticc -d ir tc- sev~-’r-a 1 V~~ ’ J l ~~ I . f~ v - r ’ e-o ‘- — -n ari d - — J O  sl ow t Ic -  TI ;h o c - a c t - r
o’ierla’~e-I with t O - : - - m a s k  r :d f,o- c, if  f e r r - r c cc- -0  cs - :. t h e  two , ~O .~( O s O I  C ‘~‘C
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Figure 5-1 Example of Character Overlap.Tick Mark: F-- nc- ’-,-- °~~or t ing  Location of Each Ch: ’— ac-ter

Figure 5—2 Example of Spli t Chara cter
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- o r r j - a r i s o n  of Fi gures 5-8 and 5-10 shows that the least amount of c~ve~-la~-
occurs in Fi gure 5-8, the H character and the ~-r mask , although the ‘~iffcTr-
-- rice in the amount of overlap between the two comparisons is small. This
is r~~ lecteci in the difference between the fl/fl correlation of 5968 and the

correlation of 7012. This character was correctly classified as H.

Figures 5-11 through 5-15 presen t another H samp le , as above , which
was incorr ectly classified as a H. The ~T sample is sli ghtly thinn er in
the vertical strokes than the previous samp le and slightly shorter in
height than the H mask . There also exists a chopped or mutilated serif.
The decision be tween ~ and 11 is very close with a H/fl correlation of 9~484and a T~~~~~~ correlation of 960~4, a difference of only l.3°~.

Th e regeneration of the H mask by selection of a hi gher threshold to
r educe the “spread” of the mask could possibly crea te a correct de cision in
the second example cited above . This technique of higher thresholdin~- of
certain masks generally decreased the error rate to an accep table leve l.
flowever , there are two problems associated with this :

1. The iterative process of selecting the best combination of
differently thresholded masks is operator-dependent and requires
many runs of data to determine wha t is the best combination , and

2 . Adjus ting for instances of a specific error type of ten creates
other errors when app ly ing a given combination of masks to more
data.

Since 85% of the Cyrillic errors occurred in the H , H subset , an
alternate level of logic was introduced for these three characters to
reduce the overall error rate. After a sample has been Ldentified by the
classification system as a member of this subset , it is subjec ted to an
area-sensitive logic that examines the main area of difference between
these characters . A vertical or column histogram is made and the area
between the twc vertical segments of the character extracted. See Figures
5-16 through 5-13. A horizontal histogram is then performed over the
extracted area . This area is enclosed by the dotted line in Figures 5-16
through 5-18. The resul t ing distribution readily ident i f ies  the character
as a :~, H , or H

The C8 fon t was selected as the test set for this algorithm beca use
all of the 17 errors in this font were misclassif ied 2~~s and f l ’ s. The
error rate was reduced to 0%.

As a resul t  of t h i s  invest igat ion, it is suggested that th is  al ternate
~og ic for the  three character subset be incorporated into the basic corre-
~a ti on  system . This also suggests that other confusion groups may be
resolved with special logic.
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F i - ~ure  5-18 Row and Column Histograms of ~~Character
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- i ~~ s p e cl i l  ~ o’ic i u ~ , at l e ,  ~ i r . i t i a f l y ,  ‘ :.e r - e q u i r - — 
~~i . : s -u i~’. ru  ths~~- s - o t  , Tf uo t h e  siu-~ i t - - t~o-~~ desi ; -~. u hc ’- e or

1y — r v 1 1 1 -  -~~~‘- ~~ for- ~ ? -- correlation d~ r’ - s - ~h wooid ‘o lcr y -r bt - ad ’-uua~ €-

- - II~~ieve ce ~igL’- u;t level of u e r f o r m a r ~c :  possii i— . The iru - :bUi~ -~ 
- - -

, - u: ,~ ic~i1i~ train oh-] m t  has to be evaluated in the context  of t f i t
:: -

~~ - :: :- -~~ ~~-~Jication (s), It i~ expected that if the re la t ive  f : - c -qu e n c y  of
-~‘-w t -:~ir ) t  ë~~i~~C) is low then on-l ine desi gn is not a necessi ty .  In the
fo r e ig n  j o -~rno~ t r o n sl i t i o n  case , a f t e r  the initial designs are done , the

f r e q u en c y  wooLf be d~-t ermined by the publishers  of new and/or old
j .  r:als -ar~f the rate these ~re acquired by the Government .  The publishers

have to automate their font design for printing to rake it worth w h i l e
i o r c na t e  our font design for reading , In the meantime , manu al design of

u -eu-: f on t s  for OCR c lass i f ier  log ic could be provided qu ick ly  and e f f i c i e n t l y
b y ~sk i11ed government and/or contractor staff who are familiar with the
: ;yu ~teut specificdt~ ons , and who und erstand OCR desi gn principles.

— ~1 -~
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SECTI O~I 6

HARDWARE CONSIDERATIONS

0.1, BACKGROUND

The concept of a multi-font machine is not new . Several approaches
have been suggested and implemented . The OCR unit built for Social Security
provides separate firmware recognition log ic for all expec ted f onts[~4]. A
nore e f f i c i en t , but probab ly less accurate , approach would use a small
number of sophis t i cated recogn ition logi cs which can generalize over several
fonts each. AnotLor approach allows the OCR to be reconfigured at run-time
by  reading in-t o i (-:ctrol memory the recognition logic parameters appr opriate
for t-~e current ion. An adaptive approach which requires each character to
be Lfentified correctly by a human trainer has been promoted as -roviding a
oeu-J-autoruiatic means to extend the basic repertoire of an OCRC5].

The f i rmwar e app roach is expensiv e and still is limited to a ± ix ed
repertoire of fonts. The lead-time to add a new font is relatively long.
It Los been proposed to use hand-printing recognition logic to provide the
generalization capability over many machine print fonts because its recognition
logic rust : :c-rform well for many styles of printing and generally poorer
character ~r!r~t quality. However , this added sophistication was not needed
for in:tollations reading only a few different OCR fonts and therefore not
:ommer cially developed . Furthermore , this log ic would not take ad van tage
of the a priori knowled ge of the font size and shape specifications.
~-~acLine u rint differs from hard-print basically in its geometric repeat-
obility. The machine r econf igura t ion-a t - run- t ime approach economizes on
hardware oosts , by requiring a smaller number of more standard logic uni ts ,
-~ach having memory loaded under software job control . This technique is
also lim ited to those fon ts available at the moment , but new fonts can be
added using off-line software recognition logic design routines. If quicker
o L f t e t l c n  to new fo r t s  is required , on—lin e design can be obt ained and
imp lemented in software using adaptive t ra in ing  procedures.  However , the
t h r o u g h p u t  (processing speed ) performance resulting is slow , because of
:;cftw ire logic implementation , and the accuracy is highly sensitive tc
VI 000rs in troduced in training by insufficiently skilled operators. In
orrier to com; le tel y resolve certain character-pair  c on f u s m o n ~~, t
: - ro b abl ’,’ necessorv to desi gn special log ic tha t can be a~~p i~~ed to ~us~
those cases. This suggests  the need for o f f — l i n e  desi~ n by sk~ 1 tech-
nical personnel. The design techni ques would use a si mula tion of the bas ic
hardware classifier. The resulting data would then be used by the on-~~in
hardware to reconfigure its operation appropriately.

dorr-olation search for the h e t t  m a t c h  ~~
- r - r f r - u~~ . - ~ r . : q ~~ ~

oar: led ii: rows columr .s h-y shi m~~ t~~- ~~ n-c-c d - ~u - s eu ins~ t ~s f

- - —~~~~- -- —- — —— -  — —  - - -~~~~~~
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an d  r i ght  on -h / -r up and few::, - shOO t the ce::ti-oi’l of each mask , and choosing
the  lowest --‘ar i a r ~ce (highest correlation). The present variance function
(implemented in the LI~-~LL cyst-5-m on the HIS 635 and in P1/I on the HIS
flE~D) also n or m a l i ze s  the  e f f e c t s  of d i f f e ren t  average g rey—leve l s  sod

( in t r a i m a g e  v a r i a n c es ) ,  howe v er , t i e re are no explicit normaliza-
tions for ro ta t ion , skew , and non-isotrop ic scale changes. The effects of
these  v ar i a b l e  were previously inves t igated.

huccessful character recognition depends not only on powerful classifi-
cation Jog ic , hut also on character detection , loca tion , isolation , and
regostration t e c hn i ques .  Once the next character to be read is located and
is -sla ted from its neighbors and from extraneous markings , t h e  recognition
routine must accurately register the character and each of the stored
masks. etection , location , and isolation are usual ly  performed by logic

-~ep acate  from the classification logic , esp ec ially when au toma tic tracking
of lines of text is required. However , correlation values can also be used
to obta in  a measure of registration to obtain the bes t f i t when nearly
registered. Thus , it is possible to integrate the classification logic
with a contrc t algorithm for character registration. As described above in
Section 3, such in tegra tion was included in the tested desi gn,

Nearly all C-CF’ s depend on cons tan t p itch and f ixed format t ing (as
opposed to free form) of characters to be read , In addition ) it is usually
known what the font is at each field (space allocated for a single logical
data item). In th i s  case , the need to handl e typeset charac ters , variable
spacing, freef orm f ormatt ing , and unpredic table font type and size mus t be
accommodated . An additional comp lication whi ch occurs , par ticularly in
technical journals , is the presence of graphics. Line drawings and
il lustrations can occur at unpredic table locations on a page of text as

- 
- well as cover entire pages.  Manual cut-paste-and-scan operations are the

- - 
comm -on way of o b ta i n i ng  these data at present . The control algori thm for
L f t ec t in g  and locating the text , data , and graphics must perform well in
si lte of all of these peculiaritios.

The york , under- contract F306O2-75—C—0269 , was conduc ted in the  context
of an eventual  hardware imp lementa t ion . That is , the knowledge of current
and announced computational components and techniques has s t rong ly  inf luenced
the d i r e c ti o n  and form of the design evaluation software .

6 . 2 .  TH E P R OP P I E r -  T F 1 A L  NAFPWARE FOP CLASSIFIER LOGIC

Hardware construction for the proposed OCR :;vstem could be accomplished
in th r e -~ phases .  The t i s ci -  phase would co -m s - r i - c e  ~Le develorment of a
i f s  I t c h  c h - ar oc t - r processor - : h s -j st em w h i c h  ic-u - L-m~-r ts the class- i f i i - r -  lc~t ic
and inter- :aces . Phase 2 will pu t  t h is  sub svrter on li: .—‘itL t he  cs~ ci fled
most cccputl-r . A third phase could exp and th e system to me et t h e  t o t u l
perfor-roance SF-ecifical-icns.

~ 
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A PD1-11/~ such as one of several now located - it  PAR , could simulate
t h e  f o o t  cousl uter for Phase 1. The 11/45 i tself  is incapable of supporting
the des- it -ed processing speeds necessary for the functions of inputting
s- -s -a rm ed t t - - -x t , and detec t ing ,  locat ing,  and isolating characters with the
desired resolut ion ; but  that  is no t deemed necessary for the Pha se 1 e f f o r t .
Its u t  m ary  f u n c t i o n  wil l  be simply to transmit to the character processor
suf s

~
’s-t en previously digi t ized and isolated characters for the purpose of

r e c o g nIt i o n , to receive back the decision or r e jection informa tion , and to

~aL-ui-at e ~he performance statistics.

The character  processor subsystem proposed will  consist of several
n i r r :-sr s -ces so r s  organized as shown in Fi gure 6-1. It consists of one
microprccessor  which serves as character processor input controller ; th is
roicrorl-ocessor must distribute character information to the other micro-
:i- oc - - ssors . A second microprocessor serves as the character processor
outCut controller and as arbiter of their decisions.

The remaining microprocessors are character processors. They each
save access to sufficient memory to store th~ masks for the characters in
the  f o n t( s )  of in teres t .  The fur .ot ion of the proposed character processor
is to determine a measure of the correlation between the mask in its memory
and the particular character being processed. A norm monotonically related
to Euclidean distance will be used to determine correlation . Also , special
logic will be used to discriminate between characters that tend to look
alike except for differences that are small in area,

The proposed character processor controller will poll the charac ter
processors to determine when a processor is read y to receive a new character

- - or transmit the results of the previous character identification . The
inpu t controller must assign a sequence number to each character and direct
the loading of this character into the memory of a “read y” character

V processor.

The output controller must receive the identified characters and
ou tput  them in proper sequer5ce. Unidentified characters are directed to
t he  error correction routines.

Al though the ultima te desi gn of the prop osed hardware wi ll includ e
su f f i c i en t  capacity to process each character in the fonts of interest ,
Phases 1 and 2 provide for the building of a l imit ed subsystem , suf f ic ient
to determine hardware feasibility .

By using only two to four charac ter processors in the limited subsy s t em
th e processing speed will be limited , if all masks are used. However, the
ab i l i ty  of the system to use d i f f e r e n t  sets of masks as its alphabets

6—3
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n ub L--- a w ‘ - ‘ r5g - ~ f sy o t s - u r  t e s t s  to hr s-a~~~L t o - : . The e- s- -u ~~ I i l
- u s -  :- -r - ;  i~~ns in ~f - -  h r  dwar-e desi gn will 1- an swer s --h w I t h t}I a:-s - :: i: of

ci: r

f - u r - - f w c s r —- Peru be bui lt with attention giver to a nt-C : u I t--

- s -- set- s of r i n i s um noise I n t e t - l e r e r ce and cost with maximum chip density,
- ut sa tori r aCes , and r i o  0- -o s i r u p s 15 s-ed::

r -css- sus - o e uub l~ would b e pur s - f ased for  t h e  -u rn s - s e  of t r a n s  let i n g
~ccerb ler language  : - rograr t s for th e  micro r r - cessors I n t o  t he i r  s-u - u s - : .  I:~
-- g- -- .

I t  is fe l t  t ha t  the  ex p rience g a m e :  or. t~ e design development , C- s-C ,
u:td -s- a l - ca t ion  effort rt p t s d  herein , combined with general expertise

t-a i- ed b y direct I f  - t on s - i l  i l i ty for several OCP hardware projec ts , in a l l
- hoses thereof , is n ecosca~-~ for efficient execution of the suggested
-ou rs - on ion  classifier Lat h -:arc e f for t , described below .

(a .3. T (i b I l l I  A~ Pi-C[ c5.

ho r dyat - - - — s - s h t y , - s- - o n f i gurat ion wi l l  au t o m a t i c a l l y c l a s s i f- .- ( :-:he :.
rossihL- ) a subset of aL characters on hi g it iz o l image s  of C-u : - s~~ Laurir .
( E n c ~~i s - h )  or L f ri l l i r  ( F-u s s i a n ) text , pr ev ious ly  scanned from t t c h r i c a l
~-curn a l s  and o t h e r  sources, It wil l  also p -r o v i - f c -  a facility f o r  d i f f e r s - n t
c ubs- -t o of thur-se characters thoug h i t s-  initfall-,- limited scope rc-r:rf~-rs
s i r s u l t e r u c o u s -  ca: ah I~ i ty for all  charac te rs  imp ossib l e .

The software s y s t e m -  on the Phase 1 Lost - :crsut -r -sill assume

~~O 5 d t l C  less-:’ I sn , location , and isolct lot :  -of I t s -  i~-’J 5:. -1 characs
hs- c-e b e a n  r-er c i - u ed .  Thu- se  isolated cs-a: • s -  s- . - u~~T! he :c-:o -u:~~r i-:- t i :e

-o t~ lugi- - e i t h e r  r e c o gn i z e d  cu Sc e ut - c - -

I.e :. arict --r t 0c-rt -:oi :ar dv-ors - : L :S :5 5-I t : f ~~~~ i- us i s - a r  5 s : -

t o  - - ~~io~ a s-ho ra c ser  ~~gn i t I o r .  canaL- I - : .  In audir ic- . Co o u ch

~ass-ous -s - l - : inrsent s  as ; ~- : s : lies ar.d I -~A i s : - f w ur e  or - o u s :: L- -o is: .
with tL- host  o or s p u t -  i ( - k _ I l / L i ) , r~ as -t~-: -i: urro-Suced sill irs -  --
Cs-s s - s - i l - a c t o r  t roce: s - sr- Clot ash th- -th-~r - u c t - - - :  r e cogn it i on  c~ i c  S r

to fur s - : -  of a c ac t -  S - - - - .~ ~s. Ti . -~ c -~~ ~~ t -s i  ‘u ~~~ r a cy  s o f - s :  t-~ u- w ill
Ic conssr:cted vitI Is - 

- 
- 

- su i t s  and / c :  socket s -  C u -u - s it -: . - - — - - -r n  -
s-f tie is - eg- ~~~~~~ ~r cu i t o .  k a L ~~Iar :e t u i L f u ; -  I f  I c  n-c

Intel 3200 s-r i - rs cr - - -as: s-- rs w i l l  s :s - -bud - ls -- ~- u s - .  l op  f : ~- -o h - u :
- -:oe:so: s-ri ch -u : ~~-:~~ •~ scessor couLroller ; L-ow-: ’:ei- , u n-a l sel~-c l : -n 01

- --c s-cOts will by basad or : ~h~- cost , s--a : o f ilit\’, n-I s-v-a~. l a b  i t y  c-f
I- v ices :r-ren s.c irs ,- h t -  work I - s - u I  -rra k-_ 
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Programs r - im r - i euu ; en t  the  required f u n c t i o n s  on the  ruu i -s -r s -urc ;usp uter wil l
be w r i t t e n  in the  appropriate assembler language . To t rans la te  the assembler
l a n g u ag e  to th-~ necessary micro machine  language , a cross assembler w h i c h
runs or~ the  ll’~ 5 will be purchased and modified as necessary .

The software system will provide a convenient means to store the
classificatir-n results and the images of characters rejected and misclassified.

6. 4 .  PROCESS Ill-I L EST I OAT E

An e s t ima te  has been made of the processing t ime r equ i red  for chara cter
recognition it. the character processors . The assumed processor is a bi-
polar micrc-: r-ocessor with a total system cycle time of l5Ons utilizing 16
h i t  wor-Is .  The recognition process consists of three decision levels where
c o r r e l a t i o n :- ; between the unknown data character and s-tore -I character masks
are e - i - u lu a t e d .  As characters are i d e n t i f i e d  they exit  fro-- the  recogni t ion
process and therefore all characters do not reach Phase 2 or Phase 3 of the
process. The estimated processing time is the average time per character
t a k i n g  i n to  account the  statistical frequency of occurrence for the charocters
as we l l  as tb - c  number of correlations and process ph ases  required to i d en t i fy
each charas-ter .

The t i m i n g  est imates were made using a samp le character  set consis t ing
s- f  32 lower case C-,c - - i l l i c  (Russ ian ) alphabet ic  characters . The total
average processing t ime  per character is 12~414 milliseconds . This represents
a s t r a i ght l ime  ap~ roaoh without  the app lication of t imesaving techniques.

‘Ic meet the specif ied processing rate  of no more than 10 seconds ;e r
rage (P01- 3 charac ters  per page a v g . ) , some t im e reduct ion techniques wi l l
be employed. Among the more signif i cant techni ques to be evaluated is tha
averaging of adjacent horizontal and vertical p ixels for a possible data
reduction factor of 14, and the use of parallel  chara cter processors w i t h  a
time re-luccios . factor proportional to the number of processors used.

Assumin g f u l l  utilization of the two techniques men tioned above, it
would sac-sire eight character processors to meet the requirement of 10
seconds per page or 5 ms user character for the 32 character test font . T~
the nurl:~ r of different characters processed at one tim .

r. is iroreased , the
a-icr-age Cite u-er - chara s~~er s-ill increase. The exact amount  of i n c r e a s e
r e l a t  is-a ~ : a : -or cular expansion of tf-. - character set in- r .cC been
detor’ I -- h :~ th i s  C irn -• .
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CE CTION 7

SUMMARY AND FUTURE WORK

The project  ef f o r t  resulted in an evaluation of a correlation technique
I - s r implementation in a hardware character recognition processor . The
s ource of the five Cyril l ic and the f ive Latin f onts processed experi men tal i-y
s-sing design simulation software was several Russian technical journals. A
total of 17 ,611 characters (73 5 6  Latin and 10255 Cyr i ll i c )  were processed .
The correlations were performed on the RADC HIS 6180 computer facility
under the MULTICS time-sharing environment .

It was sh own that  presorting the samples by size will el iminate the
I n c lusion problem ; tha t is , some charac ters are includ ed in others as parts
-and obtain hi gh correlation with those parts. Presorting also reduced
overall computation time . Registration of samp le and mask by cen ter of
sass resulted in an overall recognition rate of 97.91%. When the method of
shifting masks +1 pixel in each direction was added , this rate rose to
9 9. 1 . : - .  The wei ghted mat — techni que increased this rate to 99.56%.

A t i rne -analy si ::  stud- showed the 1st and 2nd stages of the classifier
to be c o s t - e f f e c t i v e .  The 3rd stage of wei ghted difference masks takes a
large t rosor-tion : of computer time to resolve a small number of errors . In
s-l w of this , a s-ew algorithm was devised for imp lementation in the most
error-prone confusion group of Cyril h o  characters , V , H and
0 . This procedure was tested in the C8 font and increased the recognition
rate to 100%, using 1506 characters.

T n - -r rcr  vs. rejection trade-off analysis showed that to rej ect any
sr-tion of erroneously classified characters , a greate~ proportion of

:o r :- ; : tly  classified characters must be rejected.

‘ 
A I relinir.ary study of entropy , average intensity , and average length

of I- .~ack/white segments revealed these statistics to be reasonably consisten t
over any region of either text or non-text . Whether these stati’~tics are
i n s f i v i d - u n i l y  sufficient to distinguish various text from non-text requires
rurther investigation .

To increase the e f t— o t i s - e n e s s  of the character isolation function ,
interaction between the -::-:crnction and classification procedures is needed .
I L - u t  i-a , the classifier should relay its results to the ex trac tion syst em
for -us e in re-isolation of rejected characters .

A hardware t h r o ugh r - u t  stud y determined that  desi gn l imi ta t ions  prohib i t
th-: use of an average of 2000 pixels per character. That iC-

, the use of a
nissa n “ s-sot ” results in too much image data to economically p rocess 200

characters user second . A simulation of lower resolution t v  reJuoIn~ :-stts.-t - rs
50% lireerly on a 1200 character subset increased the error rate for the

7—1
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s-arc : le t rot . ( a s -  tc- ipp  toxis.ately 1%. It will be n e c e s s ar y  to study sp e c i f i c
as-r- l icat ion requirements  Cc determine if the  increas’- i n  --r:-or rate is.
tolerable. If smaller  error rates are reu; uir eI , eith ’-r- more tros-essor
units and/or some reduction in speed will be needed.

Presorti ng the samples by size has shown Cc. lead to a reduction in
c005-utdtion . Another area of investigation which should be examined is the
s-se of conditional t robab-ilities to bias the classification based on the
identity of the previous sample. A method for identifying speci f ic  f onts
nee d s  to be determined ; the alternative is a possible six-fold increase in
th e  n umb er  of parallel processors. It should be determined whether an

erat-or should enter a font ty r e or just certain characteristics of each
batch run , e.g., journal name , which lend themselves to automatic identifi-
cation. Ar: improved method for creating masks or training the machine when
new fonts are encountered needs to be devised. Certain character confusion
groups appear common to several fonts. More experimentation is needed to
substantiate this possibility . The alternative is that many fonts will
require some special logic , possibly designed manually , to resolve the
problem cases. Completely automatic design sch emes remain a concept, not

et s-rc- --- -an in pract ice , wh en corr elation log ic is used.

Il-sic study was conducted in the context of an eventual hardware imple-
mer .tation . The idea of parallel microprocessors to compute the necessary
correlation is essential . Specialized hardware is needed to improve the
th roug hout . The average forced recognition error rate of 0.5% is encourag-
ing considering the fact that the source material was not meant to be read
by OCR equi pment. To verify an error rate of , say 0.5%, to a confidence
level of 95%, requires the processing of about tha number of characters
-used on this ::roiect . However , if better recogni tion is achi eved it will
be necessary to process many more characters to be confident that the
measured err-or rate will hold in practice. Tp use cgmputer simulation to
process s-sob -a large amount of data , e . g . ,  10- to 10 characters , would be
uneconomical. It is recommended therefore that the next step be to imple-
ment a complete hardware prototype , if it is necessary to verif y error
rates of 0.1% or less. Before going to the expense of building a complete
. rc t c t y p e  that will scan the printed page , isolate and classi fy characters ,
it shou ld  h-c shown tha t  it  is probable that  0.li error rate can he achieved.
This effort su gges t s  t h a t  t h s - -  unaided correlation scheme will sot a ch i — -v- -
e r ror  rates less than 0.5k even at high resolution ( 140 micron spaci ng
between samples). It also showed that special logic that was specifically
desi gned and add ed to the basic scheme to resolve spe cial sets of confusi cu:
-:-arn: ter-s , was quite effective in lowering the error rate on the data to
which it was op s - l i e d .  I t  is recommended that  this a r -p rc ach  be contir :-ucd
and tested on more fonts.
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APPENDIX A

SOFTWARE DOCUM ENTATION

(Program descrius-tions or.c file structures levi loped for  this project are
included with accomr.ar-;ing flowcharts). 
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Pr-o.-r-am t ime:  coll - -  p ‘ ‘ . -
~ n ::

0551 ~l I~t - - -- .- r- us~ b~ scf- It - ’ ion :

T h e I un c  t is - ti of “col 1cc ~ s-- u f - s r . ” I s to gattuar - ‘ian-is --u s i - ur u ::for-ruued 
- r :r use in t l - ,  c i-c-a t ion  s-f ru - - i t - P s .  T he mask t s -u ’t  . r r o  u i - c  cr e at e  -

by execut I:. - “ t u it : r o r - r n ~-c “ or the char-a s-ta r f il .-o - :± ‘er mbey are is l-ateu
by “ l c - r ” - F-i - lu  ch - -i r -a - st .  - r -  ha:: a three—word h e s - - l - - r  oh i n  1: cs-t~: i n  - t :~~
iJc r:~ i ficat ion r: usr -er -sf L - - charac ter .  In t h e  I.. . in onuts , t h-- ident if isa—
t i s - r u  numbers are a cs ignuer l  - -rut 1 :11 ‘,- w n h ‘-u ’’ is- v r u .  ru - i r r i  . -u - 1 ar.h ‘‘s-’
having n o r — - t - 76. The list of charac t - -- u - s . to he uSe Ly  “ co 1lec~ oa t ’  cc - r u t ; ”
is s-ener-dt ed by “m~ sl-~~ alcot” . This: list cont i in s a - -~~u~~-a f i l e  r u - att ic and
in s- l ax n umber  of each pattern to he used by “collec t .~ s-u u s -” . The ch ar - -i s-te rs
are collected and placed in an output ftle labella-f mask s-ct ’ I c - i- use h-y
“rno- --~~~yesc- r-a 5 s-~~- ” -
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i t s - ’ i o i r n  Name : s - eu-i- ’- I. main

fleneral Program Description :

This routine coordinates the correlation of unknown character ; - iruip le::
to known mas ks. Initially, the dimensions of the sample are compared to
the masks to determine which masks will be used in the correlation .

The subroutine “correlate ” computes the correlations among the sample
and the masks. The ratios of the correlations/lowest correlation are then
calculated to determine if a second stage of correlation is necessary . If
the second stage is necessary , “more_processing ” is called to compute the
correlations among the sample and shifted masks. The ratios of the cor-
relations/lowest correlation are checked to determine if the third stage is
necessary . If the third stage is necessary , the routine “weigh t gen ” creates
the weighted difference masks and “even_ more_ processing ” calculates the
correlations. The sample is then classified or rejected based on the reject
ra t io .  The results of the processed data sets are placed in output files
fo r  use by “summarize .”
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Program Name : dcrim

General Program Description :

This routine is an alternative method of logic to be used to classify
the most error-prone Cyrillic characters , 0, o and U -

Ini tially , the pattern is subjec ted to a vertical his togram to isolate
the area be tween the two strong vertical segmen ts contained in each of the
three characters . A horizontal  histogram of the p ixels located between the
two large vertical segmen ts then provides insight into the identity of the
sample. If the number of non-zero elements is zero then ti ;:- chara-.:ter
U . If the number is greater than zero bu t less than seven , the iden tity
is “, else the character is~
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l -r ogc -a :r .  Name : docr

genera l  Frograr ’: Descri pt ion :

This is the character segmentat ion program , It extracts  ch a r a c t e r s  from
the  LIPS image and places them into output files for use in mask generation
and cbs-roaster classification . Prior to executing docr , the program ocr wil l
have teen run to store the LIPS images as disk files.

:nitiall l’, docr creates a grey level histogram from the input file for
use in the determination of the mean background value , U 9, and the mean
charac ter value , U - The data is then thresholded at a value estima ted
to be at the stop o~ the background distribution . The thresholding is V

essential nor use in the line find algorithm .

A s l at og ra r s  in the  horizontal or X direct ion r c a i s - u I o a l - r i and ~ :-r -a:; i:. -- - 5
for presence of text lines. If the width of any line is greater than 130
p ixels , it is assumed to be two or more lines . This “line” is then segmented
in to  two lines and the width of the resulting lines are examined. This
process is continued until no lines are greater than 130 pixels in width.

Each line is then subjected to a word and character extraction procedure .
A vertical or I histogram is performed and the column summations are stored
in art array . The start of a word is defined as that point where 12/15
array elements are greater than 0. The stop of a word is debi ted as point
where l2/ 15  array elements are equal to 0. Each word is examined for “char-
acters ” oh-ire the character set consists of printable characters ; such as
the al p h a n u m e r i c s  and punctuation , and non-printable characters such as ink
smears and pe ncil smudges.

E s  rieroce has shown: t h at  no standard characters in the Cyri lli c or
Latin -alphab ets exceed 90 pixels in width . Initially ,  the array representing
t he  word is examined , from the start , for a minimum over 90 pixels . The
distance from the starting location of the word to the first minimum is the
wi-Ott; c-f the first character. The 90 p ixels af ter the f i r st m inimum are
examined for a mini m -urn. This distance is the width of the second character.
This process c cn t inu e s  until each word in a line is examined and the coordinates
for  the widts of the characters are determined. Given the vertical coordinates
of a line and t h e  horizon tal coordina te of a character , the height of each
chara cter can be det s- r rc i : sed .  When th e x and y dimensions ,  of each character
are known , tie character  is extracted from the input file and placed into the
outs ut  fib Along with each character , the fon t , and th c  ate .ur-e extracted
and the dimensions are -stored for use by th e  classification l-rcotramo .
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ros- r - a : s  N -t ir e : evi l ,  more ~ r ,)c~ ssing

Ceru cra l  P r - s - c c - a : ’  bus -cr i rt ion :

~‘hi.: routine calculates the weighted correlation between tFue input
characsr X and the mask V . The Fisher pa i r - w i  s-c log ic is used to select the
rusask V -as the I, - the i npu t  X i n  thi s routine. For Y given ma sks ,

, . . , 
‘-‘ . , - her-c are N ( k - - i )/2 comparisons: V

1 
vs M

2 , - - . , M
1 

vs V s- , . .

V vs V . The weis-hts w . are calculated based on the difference between
k— i K 1

the two, jnvolvi c masks 0, 0’ . For instance , w . = i~ - — m~ I . Then the

two weigh ted ccrrots-tions c(X ,0) OW .(x. -m . )
2 

and c(X ,0’)

are c- onu s-red .  The mask with r h - ~ smaller correlation value will get an

a-±il t i on s - I  “vote” . .0 0-tar all the K ( K — l ) / 2  comparisons are made , the mask

V wi tt  the most votes i s  ass ::‘r:ed .1±5 the i-i . of the i n p u t o t a r - i c t e r  X.
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Program Name : line_stats

General Program Description :

The pur~ose of line
_stats is to calculate the entry E, the average

grey level f, and the average segment length L in an image line.

After entering the N points ~~
1

~~~• • •  ~~ in a scan-line , the b point-counts

g1,. . . ,g~56 of the 256 grey levels are calculated. The entropy

256
E = -1 ~ g1 

log g. and the average grey level

N i 1

256
f = 1 E I - g. are calculated .

i=l 
1

The input line is rescanned to find the number of segments 
C as follows:

if f. > f and f. < f or f. < f  and f. > f then a new segment
i—i  1 — i-i — 1

is found . The average segment length is t N/C.
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Program Name : mask generator

General Program Description:

This program will average a specified number of patterns to form a
mask. The input data are the extracted character files and the output
data are masks stored in “mask directory”. The pattern centroids are used
for registering the patterns before averaging. There are four options
available : 1) isolated background spots may be deleted before averaging ,
2) two-dimensional distortion of each mask , 3) pixel values can be adjusted
thus blacking out part of the mask, or ‘4) selecting a threshold value for
the mask.

The specified number of patterns per mask are then extracted from the
input file “mask set” and averaged to form the mask . This mask is then
subjected to the options listed above and is placed in the output file
“mask_directory”.
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Program Name : mask_select

General Program Description:

This routine generates the list of characters to be used in creating
masks by “collect patterns” and “mas)~~generator” . The identification numbers
of characters is assessed to randomly select , when possible , 14 samples of
character . The file name and number of sample to be used is then output
to a list for use by “collect_patterns” .
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Program Name: more _processing

General Program Description :

This routine correlates the input sample against shifted masks in the
second stage of correlation . The correlation

c(x,M ) ~ (X. — M . ) 2

N

is computed using the 8 positions about the mask center-of-mass as center
points. The program exits by returning to “correlj~ain”.
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Program Name : noise_clipper

General Program Description :

This subroutine removes “noise” points from a character pattern.
A noise point is defined as any pixel whose grey-level intensity
is above the character-final threshold but which does not have at
least two neighboring pixels which are above that threshold.
All noise points are replaced with the background value of the
character pattern.
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Program Name : ocr

Ceneral Program Descript ion :

This routine converts the LIPS image files from 9-track magnetic tape
into MULTICS disk files for use by the character segmentation program , docr.

As each record of an image f i le  ir read into MULTICS , the last 2 bits
of each 8-bit byte are dropped for purposes of minimizing storage require-
ments. Each image is stored under a user-supplied unique 5-character file
name .
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Program Name : spot_remover

General Program Description :

This subroutine deletes small isolated “spots” from a character
pattern . A spot is defined as a pattern whose total mass is less
than 5% of the character ’s mass and is totally disjoint from the
pattern .

A count is performed of the number of non-zero pixels in each
row and column . If there are any isolated rows and columns, the total
number of pixels contained in the area are summed. If this figure is
less than 5% of the total number of non-zero pixels, this area is
rep laced wi th back ground values .
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Program Name : summarize

General Program Description :

This program summarizes the classification results that are stored in
the output files created by “correl main”. Each output file is examined and
statistics regarding number of each sample at each stage of correlation ,
number of errors at each stage , percentage of errors, average number of correla-
tions per sample at each stage, average correlation value , total number of
samples , total number of errors, and the overall adjusted error rate .1r~~L r ~~Gerited .
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Program Name : summarize_ trade_off

General Program Description :

This routine is similiar to “summarize” in function but also presents
information regarding error vs. rejection trade-off rates. The output
files created by “correl_main” are examined and statistics describing
number of each sample at each stage of correlation, number of errors at each
stage, percentage of errors, average correlation value, total number of
samples, total number of errors and adjusted error rate are presented.
In addition , the data files are analyzed to observe the effect of reject
ratios. These ratios are employed such that if the ratio of second lowest
correlation/lowest correlation does not exceed the reject ratio, the sample
is rejected rather than classified. This information relating the number of
samples, number of errors, number of rejects, and number of correctly clas-
sified samples is presented for reject ratio rates vary ing from 1.00 to
1.30.
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Program Name : transformer

General Program Description :

V This routine converts an input pattern array of 6 bits to a grey-level
normalized pattern of 4 bits . The normalization formula is

V 

A’(i,j) = A(i , j)  —

a
V A

where A( i,j) is an element of the input pattern, ~~is mean grey-level ofthe input pattern and ° A is standard deviation of the input pattern.The output pattern is also shifted so that the centroid of the pattern
is located at the center.
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Program Name : weight j en

General Program Description :

Calculate the weights W1 
based on the difference between two masks M , M’

by W . = I M
1 

- M~ I , i 1,... ,N where N is the dimension of the larger of

M and M’ .
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FILE STRU CTURE S

An important part of the description of the software developed for this

project is the description of the file structures used by the programs .

File Type: ID

Naming
Convention : id. ~ transformed file name) or Id. ~ DOCR file name>

Example : id.c6t.cSOOl or id.c6.c600l

Purpose : The ID file is a list of the identities of the characters

of a file. The identities contained in the file correspond

l-to-l with the similarly named transformed file of

isolated characters. The ID file is used by MASK_SELECT

and INSERT IDS.

Format : line 1 list

lines 2.. .a list of the ids of the characters in the

corresponding transformed file; a zero (“0”) is used

wherever the corresponding character is not to be con-

sidered for classification (Since such classification

would be meaningless).

File Type : DOCR

Naming
Convention : ‘ font name> • ‘name of original image file>

Example : c6.c6001
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Purpose: The DOCR file (usually output by DOCR) contains

several (1 or more) individual , isolated character

images. DOCR files are also used for masks (output

by MASK GENERATOR) or collections of selected

patterns (output by COLLECT PATTERNS).

Format : 1 or more pattern structures

Pattern
Structure

Pattern
Structure

where a pattern structure consists of a three-word

header (36 bit words) followed by the pattern data

array.

word 1 word 2 word 3

[font id ( char id Month I day year_jno rows I no cols

35 18 17 0 35 24 23 12 11 0 35 18 17

The header words are :

font_id: Identity of the original document from which

the data was taken .

char_id: Identity of the character pattern, if kno~~.

month ,day,year : The date of isolation of the samp le.

A- 39
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no_rows : The number of rows of data in the pattern .

no cols : The number of columns of data in the pattern .

The ~attern data array is laid out as no_rows lines of

data. h- ich  line of data is a whole number of MULTIC~

words (V3 E~ bit s) packed with no cols 6-bit intensity values

and p added (on the right ) with zeroes.

File T ype : TRANbFOR ~-~EP

Narr.ing —

Conven tion : < for t name ’~ t. ~name of original image file)

Examp le: cEit.c~i OOl

Purpose : The TRANSFORMER file (output by OUTPUT MULTICS , a subrou tine

of TRANSFORMER) contains a collection of characters to be

iri p~~t by the correlation program CORREL MAIN.

F~ rr~at: 1 or more pattern structures

Pattern
Structure

Pattern
Structure

where a rattern structure consists of a 3 word header , a

fourth word which provides *L~ fill word , and a pattern

--  —-V - ~~~~~~~~~ -_ . - - — - .  
- -- 
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array. The three-word header contains 12 seven-bit

f i elds which represen t :

font id : The id ent ity of the documen t fr c~ which the

pa t te rn  was extracted .

char Id : The identity of the character contained in the

pattern array .

rnonth ,day,year : The date of pattern extraction .

no rows , no cols: The virtual size of th~i pattern array.

size : 1

hi row : The highest row coordinate of actual pattern

data within the virtual array .

b row : The lowest row coordinate of actual pattern data

within the virtual array .

hi col , lo col: The analogs of hi_row and b row with

respect to the column coordinates.

The fill word is that particular normalized intensity which

is to be assigned to each value in the virtual array

which is not in the actual array .

A_ I l l
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The pattern array data consists of a continuous string

of normalized intensity values for the actual pattern

array. The number of bits of normalized intensity is

specified by the variable “precision ” in the file

MASK DIRECTORY . ”

Pictorially the arrangement may be vi ewed as :

1 no_cobs

Virtual Array

bo cob hi cob

:; c r o ~-is

A-~ 2
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APPEN D IX B

SINGLE CHARACTER PROCESSOR TIMING

To better understand the processing time requirements for the character
processors , reference should be made to Figure 6-1 for an overview of the
hardware configuration , and Figure 3-9 in Section 3, a chart of the system
data flow .

The microprocessor used for these timings has a cycle time of l5Ons .
Addi tion and sub trac tion of sixteen bit words requires three cycles with
nul tiplication completed in two cycles using a table look-up technique.

The character ; rocessor (CP) system timing is based on a 32—character
font with the characteristics outlined in Figure B—b.

The timing is primarily concerned with the arithmetic function of the
correlations between the incoming data and the stored character masks, with
a 50% factor added for data handling overhead .

To facilitate the timing calculations , the average size mask , expressed
in pixels , and the average number of correlations performed per character
for each of the three correlation phases were computed. When calculating
the above averages, the frequency of occurrence for each character was used
as a weighting factor.

The algorithm for determining the average mask size for each of the
three phases then became :

N

AMS AN C f ( n )  . M ( n )  . R ( n )  . C ( n )
n~ l

where

f ( n )  = Frequency of occurrence of the ~th character (expressed
as a fraction)

M(n) = Number of masks used (masks within +15% of n
th 

char , size)

::urrl-e~ of pixel rows

C(n) NJrVher of pixel c~ i inns

N N umber  of c h ar a c t r V :  s in fon t

AN~ Th~- average nu ” Th ’r - ’ ‘—~-r r ~- lat i on s  p .’r data character :

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _  V V
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N

ANC f (n )  • M(n) Phase 1
n b

N
ANC f(n) . M( n ) Phase 2

n 1

NOTE : The multiplier of 4 represents four correlations made on each
character with the centroid point shifted one pixel distance from
center in 14 positions 900 apart, performed on the average in
Phase 2.

The operations required to complete a character correlation consist of a
subtract ion , an addition , and a mult i pl ication for each pixel and o:. -~
division per character . These operations are derived from the correlation
algorithm (See Section 3) .

The time to complete the correlations in each phase is expressed in the
following algorithm .

(AMS •T ~ ANC
. 1.5) + 750 Tp C

where

AMS = Average mask size

T Calculation time for one pixel
p

ANC Average number of correlations per character

1.5 50% data handling overhead

750 Division time in nanoseconds

TC Correlation time per character in nanoseconds

4
B-3
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Correlation time per character is calculat~d as follows :

Phase 1: 28140 x 1200 x l2.’4 x 1.5 + 750 = 63,389,550ns = 63.I4MS

Phase 2: 2875 x 1200 x 7.9 x 1.5 ÷ 750 4O ,883,25Ons = 140.9MS

Phase 3: 2097 x 1200 x 0.14 x 1.5 + 750 2,O86 ,59Ons 2.1MS

Total correlation time per character = b06.14MS

Further investigation will be necessary to determine the exact heuristic
procedures that will provide the optimum results in Phase 3 of the character
processing . A pixel weighting scheme , as well as empirical measurements
for individual characters, is to be evaluated. Final selection of the
Phase 3 procedure could result in a variance of as much as minus 50% to
plus 100% of the Phase 3 timing.

B~L+
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V APPENDI X C

DATA SAMPLES

The Cyrillic journals from which the data for the project was extracted are
listed below. In the instances where the identifying font number is the
same for both languages , such as Li and Cl, the Latin is the translation of
the Cyriblic journal and is located in the same journal.

Samples from each of the fonts are located below and contain both the
original chips as digitized by the LIPS system and MULTICS representation
of the character.

Font : Cl , Li ~~~~~~~~~~~~~~~~
C2 , L? - ,  ,r, TIa n  ~ rrLu e~ ‘-V~en P’ -~’) ~ reJI~~~~
C14, L14 “ ~ V1 95J~ M~~~H C’I - I r ) JI’)r ’ L~I n v ,r~eNu’ nJIOT:’ I-’

r~ MMMy T -T obt I) o.T! nr i~1r’

L5 ~~~~~~~~~~ ~Jf ’ V~~~~ HE n

C6 aBT lMC”!-~ :~~ i~ TeJIeMeYaT-~~Ce

Ce , LB “~~~~~ CflT T~~~ fl ‘)~~~~~r’P’) “ fl”TCJIbT-T~~~

ii ‘r e op e ’r v~e°~~~ ~~I~~1~~M
”
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~~‘
-- f l )  UI’NIII V of a hi

: ) f l V-4~) t , V d Cli 1 I t V f l T I I . f l C , t a I  CII (h. tu rt l ,  ret ina
e ret t n a - . . , -  II ) : .C I t I .S I1 )L -C l  ,~ dfl , I : , r , _,

~~.- CCI C - V  (d i lL ,  f l ?  t I l t  m C I
P i t ) .  i t o —  I n ~ ) 4 V ,4 _ _~ V C - L I I i t  f i t  ii a .,I)(4 fl~~~~f (hI- Cell ‘~-ngtti r.- — ,p
that t i lL I iV i t g , V _ , ji) tI _ ) S l f l I l ( I t _  art- I’ a111,- I t V  fl tN. t e l l  iit, i

~el l  near (Is ~~~~ ~ — Im p I t  c . - - Iii t 1 . —  r c 5 c t  ;Cii It.-
Current thr o ugh t I ~ . - - l i t bar rel ut a il o ub is- -ba rrel e d lr ciC roeIs
had to I,, s.-) trJ l  110 4 st rongc V i . t han in pass t ng I c c  f i ) 5 1 1 lb
n the ui n c i r. , i , - p.. l i—nti . t I  f a r i t f l u i i t :  C- C-I l LLdS ~h iI,d I
p o tent ia l  )b\ u ~~~~ . 1  - c . f l u - C o d  c urrt  ut p~ s Sc- l t h rcc i tg h the I

i i -  .11-  C of the mtc r ct e lec trod e s:~~t5 i i f l  e increas e during
s i multaneousl y wilt , hy perp ol a riza t ion light response C~t1l Ot
5 tr i ns tc h purp .! trii ;,t I :) of the Cell n iembr a ile W)I S ci LiOCn pa
I depolar ization — b~ a decrease in the nC i L - ro e lec tr ,fl. 1e r. su s t , i i t -r
he e ffet -t found can  Ii. exp lain ed by the • V CIOsi fl g tip o f the m t
ii:i r t f l u - fl l u i t r  s C ru c ( f l cN ~, th e rL- s:slalIco uI ~ ft i c h is a I U T t ) t l f l f l f l  (if I

y~cyc~asea n~pro ~uces
T ont Li Sample Lcatd

t~~ttUh of \ i t l s t d ; C L t t \  i t \  to Ji ~ llt vt- re — t i i lied in the
rebral henil-~j t l1t-R -s i ii twent ~ t hree hc~i l t f iv si t i tj t - t s

C C i C C t d V C t \  a s y m m etry we re found . The i r ~ t I— pri-dotiti r i
at binocula r — t i r n u l a t i o n  and k l in ked w i t h  a gre~il latj ond , of P4 and ~f senhitry al pha -a . t e r t l i s t - l t a r i e t i
III t i l t  —.u bd o r i i i t ta r mt hemj — 1 1i, rc - . Ilk- —e co itti IC N Ci t a— .

-i c t — c —  of rll t uiii I - LtI; Ir ~— t i t t l i d . u t i f l u i . I t  c t i r l - . j — t — — it .i bjl;it)3_ [) 4 t - .c j! i~ i t i o t i —  (—t tii ~~t i t rit- ~ tli~ P2 - l l ~2 corri p lex i- .
nl u f a l jon of f l i t - r i t _ ~ht ( V \ liii-. i • I it ~, I C s  r t— l a t t - t I  to l i m e I
thet i c a l  r l i u H u r) - C t l u  r ( - t I i 1 f l t - [ i F c ~~~r l ; t I - fl u l I ’ ) d \  wh ich at
he — t r u - t u r t ~ cu t  t iN - temporal l i t u t  ci  t h u  r i ~~f t t  (sub d i
C as it — major link-.

ea ledjfl t heuflj fa tjO
Fort L2 Sample Data
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Acti v at ton of allergic focal react ion under the eff ec t of apt
p igs with dysen tery kerato con ufl Ct iv it iS was accompanied by V

dular and moto r apparatuses 01 the intestine , and disturbance of
Conjunctival appl ication of a Comp lete Sonnei antigen and Troits ~
se o f atka lmne p hos ptta ta se secretio n (1. 34—1 39-t o d), and ofe nte

a Patients with acute and ch ronic enterocol itis , acute ant
marke d functiona l disturbances of the gla ndular apparatua and
vit y of the intestine retle ct ing the pathogenetic regularities in
fe ction of the intestinal tts s ue of sp ecific and nonspecific or

Indices of ente ropept idase and alkaline p tsosp hatase act i
could serve as reliabl e diagnostic crite ria of functional d isturb
and chronic int lammatory diseases of the intest ine of mnfe ct tot
and, a long with results of other methods of investig ation , ai de-
sentery from carrier state .

~~~~~~~~~~~~~~
Font LIe Sample Data

A study has bee n made of the structure of the blends
am ide an d pol yeth y lene with pol ya mni de AK 60/40 form
of uns l ab il iz ed and commer cial polymers, Depending
a cC cli it is ‘ui’-s :iflI,- to f l c l f l t c t : j t  solid dispersion s pol ymer
ture or dis perse sys t ems of interpenetra ting macro net ,
Sma !f amounts of s u rfacta nts fav or the forma tion of !i~fo r rica ~ioii ucc o l upa nted by ‘ ne ck uti ga breaks up into separa-

Yflth e;Siso .fca lc ,ium io.nk
Font LS Sample Data
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Font L8 Sample Data

1THOrO nepaa , no - B Ha HM O My,  Hel 061UMX cHE an-
rHqecKaH ~enpecC H~i OTC yTCTBy eT. r pa 4~HKH , no-
cpe~ HHX LaHIlbIx , flO.1yM~ BHb1X B ~iTMX onbi -rax ,

0K HbI X oTpa )K eHII b I x B , 1HH H HiI Co C-ropO HbI a bIc-

~epaao~ cuc-r eMbi n p t  pa aj L p a) KeH H M ,ziopcaJlb -
1iIfltIH -Hi% , Ko-ro pbl e MO [’yT BO3H H K Hy T b BcJIeJLc’rBHe
atoutero -TOK ~ Ha npoTnBOtI OJI O)KHYIO cTOp OI ty co

~rO .lL OpC aJI bH O r O K aHa TEK a , p~l.JJ. OnbITOB npOB e-
X )KHB OTHbI X C n p HM eH enH eM rJl yóoKoib ILByCTO-
,KbZ X K aH a-rhtK os HH ~Ke K Bbl Iu e Mec7a pa3 .apa-
MeHeH HH 1~I,L1.1~I , BbI3B aHlmt x npo~ H blM }f pa3,~pa .
a.n itcb o-r Tex , -Ko-ropble 6bIJI H o6Hapy ~Keub 1 M pH
!top caJl bHo rO c-r o.nóa.
- nb ITOB ncc,le.aoa aJI ocb BJIH R }nl e npe1LBapHTe~IbHO-
)FO Ka n a lEK a Ha Be.1I H~ Huy aH THApo M nb l x olBe-
tH eM TepM nH a JI eh i , BXOJ I.$1 [UHX B cer M efiT L7 

~~p-
~Tp Hpye MbI x B a4x~epeH-rHoM ~epae HJI H 4 HJIa-

-— (I,~%i

TeHdHBHOCT 5IxnpnB oJjj
Font Cl Sample Data
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\it • fl~~~ t ’ l C - :, .i c ) u C . I \ i i t  iiIJo:j t:u y :iMH. - -

l t c I i t t t . t I’ L. • \ f l  .i.i~~ o- [I , 2] l Ioka-ta llo , ti-t o CKpUTbI
I ( i a : .  t~ I t t 4 C  i c i t i  I .‘.iOI \ 1 I ipoHhI . ’I slT I~ 1LcmMHhlaItT tt L.i c C
tK Is tllit t lt t , tti j I t I fKaj t ) IUe ’ l ,- l t t) I i \-~.h;tettHIO . Cj me.ttoa.
114, C1t I C I C C CHC1, C i t c ’i e -r IIpHXO1SI IILei-o Ito36 y~KAeIIHH, C
Ita X c I J i t I s t (~~t IIptiTeI <att itsi nohe .lelt’IecKoh peaKwln. Boi
t b , cut ttzhi lt3;tp\ loluHf~ o6opoiIure ’m lCItylo peaKwi lo, u p
a l t t- f cCilI-iCl ta I;CtiljeilOfo peq) JICKCa , Ht$ 3bIB ae T oi~t I oBp eP1Ie
C o  T a K ~~ t IiituteBofi cmirti a .i , ucnblTaIlIiblh noc~ie o6op t -~

ca , collpouoMctae-rcsl 6t1tI aptIM~t pec~J ICKcoM.
t11() iI oC~i~ leHcTHilsl C H J I b 1I O I O pa 3Ji pa ~KHTeJ1 H , TaKo

HH 10K, ocoO e t t t io  .t.uhTe;lbno coxpamI5l eT ca c.nel B0315 t
~o xa pa wr e p a  [3] .  I1o~TuMy lso3G y lueuit e, BO 3 FI HK aiO th
ilten or o c i t t i t : t ~ t a , \IO~KCT IloJilioClblo orttJIeKamCg B CT
1Mm npmm MellelilIOfO uóop oHl t e.nbH oro pe4~~eKca - Biiet

ncmiLaBJteItueM lt.lIt, Bepitee , IteltpOEts.ie IitIeM nmt uteaoi~ ~fm Mepe IIOBTO~ C1tI1E l IC t l l LCB cI O clirHaJi a C II0AKpeIJJIeHHC
~BblweHltE BO3~~ AHMOCT H B CTpy KTypaX itiiuteaoro pt
B ofm~ 

i - f- c~~
-unm m , i ~
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~~~~~~~~~ ~ -auTos, nn ,-, ur yr . -i i,-r 14 OTTIS4(tS (t

OBOn pocacyuj cJ legyio
- Font C2 Sample Data

‘tCt iwm u im.M.i)nesieIa umMeqaeTCH aa 10-H A~Hb nuc,
cTa)jnL ~oK oKFc oBbI M aH aToK cHH oM H flP OX QI U4T K 30—
~.iH3HT eJtbH o B BIB C~OKH (21—25-f~ AeHb) , T. e. s 4a~
Te.T1ef~ o6tt~ei~ pea KnlBHocTH , MbI H o6cJ1e~oBaJIM Ham

TaK EM O6pa3 oM , M~ HbI1I~ H flP OAYK IL H R aHTH CT
B OTB~T Ha BBe~eHH e flOBbW1 ~ HHb1 X A03 aHm reHa (cTat~
Ha) H BH J 1~ Cb cjj e1tcTBH eM yr HeTeH~~g o6ute~ pea K THP
TBep)fc1Iae-r TaK~Ke An4X~epeHUHaJI bH bffi ~H~ JIH3 pe~y~npa aHoM COCTOHH H H o6aLet~ peaK-rI4BH0 cTH , cBR)~eTeJub c-
nopu l1oH aJ IbH oi~ 3aBH CHMO CTH CfleL LH4tH4 eCKof ~ peaKT ~
CKOf ~. Y 60)IbHbIX C BWCO K HM YP OBH ~ M o6utefl pea
TI1T~ cTa4 BJt oKoKK oBoro a}vntToxcMHa paB~~~~cm 5,2.
ypomae o6ute~ peaxTuBHo cTli OH COCTaBJJ5IJI 1 ,9±0,2
Hbie flO3BO JIRIOT c~e~iam cJIeAyIouw fI BbIBOA: qeM EM )
THBH OC TH , T~ M MeH buJ e Bbipa )KeHa dnoco6Hoclb o
~~~~~~~~~~~~~~ ~HTMT~J1~ 11PM HMM yHM 3a UHM .
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B K CicopoCTil CuKH-p emer ocao~ peaaucan~~~ (CPP~I~) B
TBqecH oM onaca uuu aTit X 3K CDepBMe BT0B , stax npaB~ )Io, p
1MM Ky oT~ eJIbB a1x Moj IeKyJi Is uoqmi ne yc~miaaio Hon
-H Hã a )Hn~ KocTu . Ha upuMep, BCer ga cquTaeTCu ~~ ~ ‘
Hy~ l3Ü )KEJ ~KO CTM TOT ~~~ ‘iTO H B flo}toH ffleICH . ilpis Bb
i lota fa ngyTpKM oaeuynapab [x no~ e~ a CPP ~~ pactk
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MISSiON
of

Rome Air Development Center

RAEC plans and conducts research, exploratory and advanced
developraent programs in command, control, and conrnuniccations ‘

(C3) activities, and in the C3 areas of information sciences
and intelligence. The principal technical mission areas
are communications, electromagnetic guidance and control ,
surveillance of ground and aerospace objects, intelligence
data collection and handling, information system technology,
ionospheric propagation , solid state sciences, microwave
physics and electronic reliability, maintainability and
compatibility.
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